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Abstract—Tomlinson-Harashima precoding (THP) is a nonlin-
ear processing technique employed at the transmit side and is
a dual to the successive interference cancelation (SIC) detection
at the receive side. Like SIC detection, the performance of THP
strongly depends on the ordering of the precoded symbols. The
optimal ordering algorithm, however, is impractical for multiuser
MIMO (MU-MIMO) systems with multiple receive antennas due
to the fact that the users are geographically distributed. In
this paper, we propose a multi-branch THP (MB-THP) scheme
and algorithms that employ multiple transmit processing and
ordering strategies along with a selection scheme to mitigate
interference in MU-MIMO systems. Two types of multi-branch
THP (MB-THP) structures are proposed. The first one employs
a decentralized strategy with diagonal weighted filters at the
receivers of the users and the second uses a diagonal weighted
filter at the transmitter. The MB-MMSE-THP algorithms are
also derived based on an extended system model with the aid
of an LQ decomposition, which is much simpler compared
to the conventional MMSE-THP algorithms. Simulation results
show that a better bit error rate (BER) performance can be
achieved by the proposed MB-MMSE-THP precoder with a small
computational complexity increase.

Index Terms—Multiuser MIMO (MU-MIMO), Tomlinson-
Harashima precoding (THP), multi-branch (MB).

I. INTRODUCTION

A. Background and Problem Formulation

MULTI-USER MIMO (MU-MIMO) systems are promis-
ing for downlink wireless transmissions since they

can improve the average user spectral efficiency [1]. When
channel state information (CSI) is available at the transmit
side, precoding techniques can be employed at the base station
(BS) to mitigate the Multiuser Interference (MUI). Then, the
required computational effort for each user’s receiver can be
reduced and eventually the receiver structure can be simplified
[2]. For these reasons, the design of cost-effective precoders
is particularly important for the downlink of MU-MIMO
systems.

Channel inversion based linear precoding techniques such as
zero forcing (ZF) and minimum mean squared error (MMSE)
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precoding [3] - [5] are attractive due to their simplicity. How-
ever, channel inversion based precoding techniques require a
higher average transmit power than other precoding algorithms
especially for ill conditioned channel matrices, which could
result in a reduced bit error ratio (BER) performance [4].
As a generalization of ZF precoding, block diagonalization
(BD) based precoding algorithms have been proposed in [6],
[7] for MU-MIMO systems. However, BD based precoding
algorithms only take the MUI into account and thus suffer
a performance loss at low signal to noise ratios (SNRs)
when the noise is the dominant factor. A regularized block
diagonalization (RBD) precoding algorithm which introduces
a regularization factor to take the noise term into account
has been proposed in [8]. The performance is improved by
RBD precoding, but the BD-type precoding algorithms still
cannot achieve the maximum transmit diversity. A nonlinear
vector perturbation (VP) approach, which is based on sphere
encoding (SE) to perturb the data, was proposed in [9].
With the perturbation, a near optimal performance is achieved
by VP precoding. However, finding the optimal perturbation
vector can be a nondeterministic polynomial time (NP)-hard
problem.

B. Prior Art

Another nonlinear and data-modifying technique is the dirty
paper coding (DPC) proposed in [10]. It was shown that
the capacity of systems using DPC with independent and
identically distributed (i.i.d.) Gaussian interference is equal
to that of interference-free systems. However, DPC is not
suitable for practical use due to the requirement of infinitely
long codewords [11]. Tomlinson-Harashima precoding (THP)
[12], [13] is a pre-equalization technique originally proposed
for channels with intersymbol interference (ISI). Then, the
THP technique was extended from temporal equalization to
spatial equalization for MIMO precoding in [14]. The details
of THP algorithms are illustrated in Section II. Although THP
suffers a performance loss compared to DPC as shown in
[15], it can work as a cost-effective replacement of DPC in
practice [16]. As reported in [14], [17], the THP structure
can be seen as the dual of successive interference cancelation
(SIC) detection implemented at the receive side. Like SIC
detection, the performance of THP systems strongly depends
on the ordering of the precoded symbols.

A V-BLAST like ordering strategy for THP has been studied
in [18] - [20]. The V-BLAST ordering requires multiple

0090-6778/14$31.00 c© 2014 IEEE



2 IEEE TRANSACTIONS ON COMMUNICATIONS, ACCEPTED FOR PUBLICATION

calculations of the pseudo inverse of the channel matrix.
Therefore, a suboptimal heuristic sorted LQ decomposition
algorithm has been extended from the sorted QR decomposi-
tion in [21], [22] to THP and a tree search (TS) algorithm has
also been proposed in [24]. Researchers in [23], [25] noticed
the importance of the ordering to the THP performance as
well, and the best-first ordering approach has been proposed
to perform the ordering. Algorithms for finding the near-
optimal order are proposed in [26], [27]. The above ordering
algorithms, however, assume that each distributed receiver
is equipped with a single antenna. Therefore, cooperative
ordering processing is impractical for distributed receivers
with multiple antennas. In [28], a successive optimization THP
(SO-THP) algorithm has been proposed for users with multiple
antennas, but SO-THP only offers a small BER gain over
THP at low SNRs. For high SNRs, the BER performance of
SO-THP is comparable to that achieved by the conventional
THP algorithm. In order to achieve a better BER performance
in the whole SNR range, a novel THP structure is proposed
in this work based on a multiple-branch (MB) strategy for
MU-MIMO systems with multiple antennas at each receiver.
Although the MB-THP structure for single-user MIMO (SU-
MIMO) systems has been studied in [29], the original structure
cannot be applied to MU-MIMO systems since the users are
physically distributed.

C. Contributions

In the literature, there are two basic THP structures ac-
cording to the position of the diagonal weighted filters, de-
centralized filters located at the receivers or centralized filters
deployed at the transmitter, which are denoted as dTHP or
cTHP, respectively [30]. Most of the previous research works
on THP, however, have only focused on one of the structures.
In this work, we develop MB-THP techniques for both of the
two basic THP structures. We derive the MMSE precoding
filters using an LQ decomposition. Then, we present a design
strategy for the transmit patterns that implements an effective
ordering of the data streams along with a selection criterion
for the best pattern. An analysis and a comparison between
MB-dTHP and MB-cTHP are also illustrated. By utilizing
the MB strategy, the transmit diversity gain is maximized
for MU-MIMO systems with spatial multiplexing. Therefore,
the final BER performance is improved by the proposed MB-
THP algorithms. The main contributions of the work can be
summarized as

1) Novel MB-THP algorithms are developed based on two
basic THP structures.

2) Cost-effective MMSE filters are derived based on the
LQ decomposition of an extended matrix along with the
design of transmit patterns and a selection procedure.

3) A comprehensive performance analysis is carried out in
terms of the error covariance matrix, the sum-rate and
the computational complexity.

4) A study of the most relevant precoding algorithms
reported in the literature and the proposed MB-THP
algorithm is conducted.

This paper is organized as follows. The system model and
the basics of THP techniques are described in Section II. The
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Fig. 1: The two basic THP structures
(a) Decentralized THP: the scaling matrix G is separately placed at the
receivers.
(b) Centralized THP: the scaling matrix G is placed at the transmitter.

proposed MB-THP scheme and algorithms are described in
detail in Section III. A performance analysis of the existing
and proposed precoders is developed in Section IV. Simulation
results and conclusions are presented in Section V and Section
VI, respectively.

II. SYSTEM MODEL AND THP ALGORITHMS

We consider an uncoded MU-MIMO broadcast channel,
with Nt transmit antennas at the base station (BS) and Nk

receive antennas at the kth user equipment (UE). With K
users in the system, the total number of receive antennas is
Nr =

∑K
k=1 Nk. When Nr = Nt, the channel matrix is a

square matrix. When Nr ≥ Nt, a scheduling procedure is
first performed to generate a square equivalent channel matrix.
The total number of transmitted streams is denoted by S,
and the channel is assumed to be always a square matrix,
that is H = [HT

1 ,H
T
2 , · · · ,HT

K ]T ∈ C
S×S is the combined

channel matrix and Hk ∈ CNk×S is the kth user’s channel
matrix. Note that power-loading schemes [17] could be used to
determine the number of data streams or allocate more power
to a weaker user to improve the overall performance. However,
for simplicity, we assume that all data streams are active and
equal power loading between users and streams is performed
since the power allocation is not the focus of this paper.

A. Two Basic THP Structures

Based on the knowledge of CSI at the transmit side, the
interference of the parallel streams of a MIMO system with
spatial multiplexing can be subtracted from the current stream.
This SIC technique at the transmit side is known as THP
and can be seen as the dual of SIC detection at the receive
side. Generally, there are three filters to implement THP algo-
rithms: the feedback filter B ∈ CS×S , the feedforward filter
F ∈ C

S×S , and the scaling matrix G ∈ C
S×S . According

to the position of G, there are two basic THP structures,
which are illustrated in Fig. 1. The decentralized THP (dTHP)
employs G (or sub-matrices of it) at the receivers, whereas the
centralized THP (cTHP) uses G at the transmitter.

The feedback filter B is used to successively cancel the
interference caused by the previous streams from the current
stream. Therefore, the feedback filter B should be a lower
triangular matrix with ones on the main diagonal [17]. The
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feedforward filter F is used to enforce the spatial causality
and has to be implemented at the transmit side for MU-MIMO
systems because the physically distributed users cannot be pro-
cessed jointly. The scaling filter G contains the corresponding
weighted coefficient for each stream and thus it should have
a diagonal structure. The quantity x ∈ C

S×1 is the combined
transmit signal vector after the feedback operation and x̃ is the
combined transmit signal vector after precoding, x̃ = Fx for
dTHP and x̃ = FGx for cTHP. Finally, the received signal
after the feedback, feedforward, and the scaling filter, for the
dTHP and cTHP is respectively given by

r(dTHP) = G(HFx+ n), (1)

r(cTHP) = β(H · 1
β
FGx+ n), (2)

where the quantity n = [nT
1 ,n

T
2 , · · · ,nT

K ]T ∈ CS×1 is the
combined Gaussian noise vector with i.i.d. entries of zero
mean and variance σ2

n. The factor β is used to impose the
power constraint E‖x̃‖2 = ξ with ξ being the average transmit
power.

B. Review of THP Algorithms

As reported in the literature, SIC detection can be efficiently
implemented by a QR decomposition [31], whereas THP can
be implemented by an LQ decomposition. By utilizing an LQ
decomposition on the channel matrix H , we have

H = LQ, (3)

where L is a lower triangular matrix and Q is a unitary matrix
(by unitary we mean QHQ = QQH = I). Therefore, the
filters for the THP algorithm can be obtained as

F = QH , (4)

G = diag[l1,1, l2,2, · · · , lS,S]−1, (5)

B(dTHP) = GL,B(cTHP) = LG, (6)

where li,i is the ith diagonal element of the matrix L.
From Fig. 1, the transmitted symbols xi are successively

generated as

xi = si −
i−1∑
j=1

bi,jxj , i = 1, · · · , S, (7)

where si is the ith transmit data with variance σ2
s and bi,j are

the elements of B in row i and column j. From the above
formulation, the transmit power will be significantly increased
as the amplitude of xi exceeds the modulation boundary by
the successive cancelation. In order to reduce the amplitude
of the channel symbol xi to the boundary of the modulation
alphabet, a modulo operation M(·) should be employed which
is defined element-wise as [33]

M(xi) = xi −
⌊
Re(xi)

τ
+

1

2

⌋
τ − j

⌊
Im(xi)

τ
+

1

2

⌋
τ, (8)

where τ is a constant for the periodic extension of the
constellation. The specific value of τ depends on the chosen
modulation alphabet. Common choices for τ are τ = 2

√
2 for

QPSK symbols and τ = 8
√
10 in case of rectangular 16-QAM

when the symbol variance is one [33]. The modulo processing
is equivalent to adding a perturbation vector d to the transmit
data s, such that the modified transmit data are [20]

v = s+ d. (9)

Thus, the initial signal constellation is extended periodically
and the effective kth transmit data symbols vk are taken from
the expanded set.

Although the modulo operation is employed to restrict the
amplitude of x within the same scale as that of s, a power loss
is introduced by the nonlinear processing of THP, which can
be measured by α = M

M−1 for the M-QAM constellations [15],
[17]. The power loss is not negligible for small modulation
sizes, but for moderate sizes of M it is negligible and vanishes
as M increases. Except for the power loss, a modulo loss is
also introduced by THP due to the received symbols at the
boundary of a constellation may be mistaken for symbols
at the opposite boundary [15]. The modulo loss is more
significant for the small constellations. We neglect the power
and modulo loss in this work since moderate sizes of M are
employed. Then, we have E‖x‖ ≈ E‖s‖. Since the statistical
property of x is not changed by the multiplication of the
unitary matrix F , the normalization factor β is not necessary
for dTHP. For cTHP, since the power and modulo loss can be
neglected, the normalization factor is approximately obtained
as

β =
E‖FGx‖
E‖s‖ ≈

√√√√ S∑
i=1

(1/l2i,i). (10)

Mathematically, the feedback processing is equivalent to an
inversion operation B−1. Therefore, the transmitted symbol
x can be written as

x = B−1v = B−1(s+ d), (11)

Then, the received signal for dTHP and cTHP can be respec-
tively expressed as

r(dTHP) = v +Gn, (12)

r(cTHP) = v + βn. (13)

III. PROPOSED MB-THP PRECODING ALGORITHM

In this section, we first analyze the interference of the
two basic THP structures and show that the ordering of the
precoded symbols plays an important role for both of them.
Based on this analysis, the structure of the MB-cTHP and
MB-dTHP precoding techniques are proposed and illustrated.
Especially for the MU-MIMO setting with multiple receive
antennas a cost-effective transmit pattern is developed, and
a selection criterion is also deduced for both of the MB-
cTHP and MB-dTHP algorithms. Finally, since the MMSE-
THP structures are the main focus of this paper, filters for
MB-MMSE-cTHP and MB-MMSE-dTHP are derived based
on an extended system model which is much simpler from
a computational point of view, as compared to conventional
MMSE-THP techniques reported in the literature so far.
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A. Motivation of the Proposed MB-THP Algorithm

As shown in equations (12) and (13), the MU-MIMO
channel is decomposed into parallel additive white Gaussian
noise (AWGN) channels by the successive THP processing.
With the power and modulo loss ignored, the power of v is
approximately equal to that of s. Then, the error covariance
matrices of the effective transmit signal v for dTHP and cTHP
schemes are respectively given by

ΦdTHP = diag(σ2
n/l

2
1,1, · · · , σ2

n/l
2
S,S), (14)

ΦcTHP = diag(σ2
n

S∑
i=1

(1/l2i,i), · · · , σ2
n

S∑
i=1

(1/l2i,i)).(15)

From (14) and (15), we can verify that the error covariance
matrices are different among layers for dTHP while they
are equal for cTHP. Therefore, for each layer, the SNR is
inversely proportional to 1/l2i,i for dTHP, while it is inversely
proportional to

∑S
i=1(1/l

2
i,i) for cTHP. Due to the lower

triangular structure of the feedback matrix B, the interference
from the transmitted data s1, s2, · · · , sS is canceled out from
s1 to sS in dTHP. That is, the layer precoded first will interfere
with the layer precoded afterward. Then, the performance of
dTHP will be dominated by the layer with the minimum
SNR. For cTHP, the sum

∑S
i=1(1/l

2
i,i) can be influenced by

reordering the rows of H during the LQ decomposition. It
is worth noting that the row pivoting known in mathematics
is used for the LQ decomposition when a matrix B is rank
deficient, that is

PB = LQ, (16)

where the row permutation matrix P is chosen so that the
diagonal elements of |L| are decreasing with | · | being the
element-wise absolute value operation. The specific require-
ment of the row permutation matrix P does not take the
physical location of the receive antennas into account, which
prohibits the application of the row pivoting scheme in MU-
MIMO systems with multiple receive antennas since the data
streams that belong to one user may be allocated to other users.
For the special case when all distributed users are equipped
with a single antenna, the row permutation matrix P needs to
be calculated for each transmission when the channel changes
to ensure a decreasing order.

In particular, the ordering of the precoded symbols plays
an important role in the performance of THP systems. Thus,
considerable research efforts have been spent on the devel-
opment of various ordering methods [18] - [27]. However,
they all focused on SU-MIMO or MU-MIMO systems with
single receive antenna. For MU-MIMO systems with multiple
receive antennas, these cooperative ordering algorithms are
impractical due to the geographically distributed users. In
addition, most of the ordering algorithms only consider one
THP structure, either cTHP or dTHP.

In this work, a MB-THP structure with efficient transmit
pattern design, which is predefined and especially suited for
the users equipped with multiple antennas, is proposed based
on the two basic THP structures. The design of transmit
patterns is performed in two steps. In the first step we get
the ordering patterns T (i)

u for i = 1, · · · ,K between multiple

users. In the second step, we obtain the ordering patterns T (j)
ki

between multiple streams for the ith user with j denoting the
different ordering states.

B. Structure of the Proposed MB-THP

The idea of multi-branch (MB) processing has been first
proposed in [34] as the parallel arbitrated branches to improve
the performance of decision feedback (DF) receivers. MB-
SIC detectors have been proposed in [35], [37] to exploit
diversity gains in MIMO systems. In [36], the authors applied
the MB strategy to generate interleaving patterns for DS-
CDMA systems. Inspired by these research works, the MB-
THP algorithms for the MU-MIMO downlink are developed
and proposed in this work. The structures of the proposed
MB-THP schemes are illustrated in Fig. 2. The matrices
T (l) ∈ CNr×Nr (l = 1, · · · , LB) are the transmit patterns
used to generate multiple parallel candidate branches, where
LB is the total number of branches. A proper selection metric
is employed to choose the optimal branch to transmit the data
streams. Then, the matrices B(o), F (o) and G(o) represent
the feedback, feedforward and scaling filters for the selected
branch.

C. Design of the Transmit Patterns

One of the objectives of this work is to design transmit
patterns that are effective and simple. Observing the formu-
lation in (14) and (15), the SNR performance of dTHP and
cTHP can be influenced by ΦdTHP and ΦcTHP. An ordering
of the rows of H will lead to a corresponding change of L
and Φ. Therefore, different ordering patterns can be employed
to generate multiple branches for exploiting extra transmit
diversity gains. Motivated by this, we pre-store the designed
transmit patterns both at the transmitter and the receivers,
which means that they are known permutations. Drawing upon
previous design methods in [34] and [35], and considering the
nature of distributed users in MU-MIMO scenarios, the design
of transmit patterns is developed in three steps.

As the total number of users is K , we first obtain the
different ordering patterns T (i)

u between multiple users by

T (1)
u = IK , (17)

T (i)
u =

[
Ip 0p,K−p

0K−p,p ΠK−p

]
, 2 ≤ i ≤ K, (18)

where p = (i − 2) and ΠK−p denotes the exchange matrix
of size (K − p)× (K − p) with ones on the reverse diagonal
and the superscript i in T (i)

u is termed as the ordering state.
For the K = 3 case, we have

T (1)
u =

⎡
⎣1 0 0
0 1 0
0 0 1

⎤
⎦,T (2)

u =

⎡
⎣0 0 1
0 1 0
1 0 0

⎤
⎦,T (3)

u =

⎡
⎣1 0 0
0 0 1
0 1 0

⎤
⎦. (19)

Next, in order to make the branches as non-contiguous as
possible, we shuffle the streams for each user in a similar
way. The ordering patterns for the kth user equipped with Nk

receive antennas is given by

T (1)
sk = INk

, (20)

T (j)
sk =

[
Iq 0q,Nk−q

0Nk−q,q ΠNk−q

]
, 2 ≤ j ≤ J, (21)
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Fig. 2: The proposed MB-THP structures (a) MB-dTHP (b) MB-cTHP

where q = (j− 2) and J is the maximum number of ordering
states. Assuming that the first, second, and third user are
equipped with 2, 2, and 3 receive antennas, respectively, then,
we have

T (1)
s1 = T (1)

s2 =

[
1 0
0 1

]
,T (2)

s1 = T (2)
s2 =

[
0 1
1 0

]
,

T (1)
s3 =

⎡
⎣1 0 0
0 1 0
0 0 1

⎤
⎦,T (2)

s3 =

⎡
⎣0 0 1
0 1 0
1 0 0

⎤
⎦,T (3)

s3 =

⎡
⎣1 0 0
0 0 1
0 1 0

⎤
⎦. (22)

Unlike the ordering states in T (i)
u , the total number of ordering

states in T (j)
sk for each user is not uniform. We first select the

user with the maximum number of receive antenna, which is
equal to the maximum ordering states, i.e., J = Maxk(Nk) but
we note that different strategies for choosing J are possible.

Finally, we need to package the two ordering patterns T (i)
u

and T (j)
sk

together to generate the resulting transmit pattern
T (l). The packaging scheme is that for ordering pattern T (i)

u ,
the ordering state j is incremented by one while j ≤ J . Inside
each (T (i)

u ,T (j)
sk

)th packaging process, in order to put T (j)
sk

in
the right position, we locate the row indices of the nonzero
entries in the sparse matrix T (i)

u . Then, we put the ordering
pattern T (j)

sk to its corresponding nonzero element in the sparse
matrix T (i)

u and preserve the original sparse pattern. Taking
the combination of (T (2)

u ,T (2)
sk ) for example, the resulting

transmit pattern is

T (2) =

⎡
⎣ 0 0 T (2)

s3

0 T (2)
s2 0

T (2)
s1 0 0

⎤
⎦ . (23)

For the users equipped with the same number of receive
antennas, the total number of ordering states for each user
is the same and T (j)

s1 = T (j)
s2 = T (j)

s3 . Then, we use T (j)
s to

denote the ordering patterns for the users and the packaging
strategy is simplified by directly implementing the Kronecker
product between T (i)

u and T (j)
s

T (l) = T (i)
u ⊗ T (j)

s , 1 ≤ l ≤ LB. (24)

With the transmit patterns, a list of transmission branches is
constructed. Then, a proper selection criterion is developed be-
low to find the branch with the minimum sum of errors among

all the branches. The corresponding equivalent channel matrix
for a chosen transmit pattern is denoted as H(o) = T (o)H .
Since we employ the MB strategy to generate extra branches
for selection, the BER performance of the proposed MB-THP
algorithms will stay the same or have a better performance
than the conventional THP algorithms.

The maximum number of branches LB can be equal to
K!J !, however, we restrict the total number of branches to no
more than K ·J by setting J = Maxk(Nk). Thus, a reasonable
system complexity is maintained. It is also not necessary to set
LB equal to the maximum number of branches. MB-cTHP and
MB-dTHP can approach the performance with LB branches
by using only 2 or 4 branches as will be illustrated in Section
V. A total of LB branches is stored at both the transmitter
and the receivers, which requires extra memory for storage.
A search procedure is also required to select the best pattern
for each transmission.

D. Selection Criterion for the MB-THP

From the analysis following equations (14) and (15), the
multiplication of different transmit patterns T (l) by the row
vectors of the channel matrix H results in different error
covariance matrices for MB-cTHP and MB-dTHP. For each
layer of MB-dTHP, its SNR is inversely proportional to 1/l2i,i.
For MB-cTHP, it is inversely proportional to

∑S
i=1(1/l

2
i,i).

Thus, a minimum error selection criterion (MESC) is devel-
oped for both MB-cTHP and MB-dTHP to select the best
branch according to

l(o) = arg min
1≤l≤LB

∑
1≤i≤S

(1/l
(l)
i,i )

2, (25)

where l(o) is the selected branch. Then, the received signal
r(o) is obtained by

r(o)(dTHP)

= G(o)(H(o)F (o)x(o) + n), (26)

r(o)(cTHP)

= β(H(o) · 1
β
F (o)G(o)x(o) + n). (27)

Since the transmit patterns are pre-stored and known both at
the transmit and receive terminals, the transmitter can inform
the receiver about the index of the selected pattern or the
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receiver can search for the best pattern. Then, the ordered
signal r(o) is transformed back to r by T (o)T at each receive
terminal. Next, the transformed signal r is passed through the
modulo processing to remove the offset by the perturbation
vector d(o), and a quantization function is followed to slice
the symbols to the nearest points of the constellation as

ŝ = Q(M(r)), (28)

where Q(·) is the slicing function and M(·) is the modulo
operation implemented element-wise as in (8).

E. Derivation of Filters for the MB-MMSE-THP

It is well-known that MMSE based precoding algorithms
always have a better performance than that of ZF based.
The filters of the cTHP based MMSE design are deduced
from an optimization problem in [19], [20], which results in
a high computational complexity since multiple calculations
of matrix inverses are required. The orthogonality principle
is utilized in [23] to obtain the filters of MMSE-dTHP. In
[24], the filters of MMSE-cTHP are derived from an extended
system model, which is simpler and more effective compared
to the above two methods because the LQ decomposition is
utilized. The receive model for MMSE-cTHP based on the
extended matrix, however, is not given in [24]. In this work,
we derive the filters of the proposed MB-MMSE-cTHP and
MB-MMSE-dTHP based on the extended matrix and their
corresponding receive models are also described.

Define the Nr× (Nr +Nt) extended channel matrix H for
the MB-MMSE precoding schemes as

H(l) =
[
H(l), σnINr

]
, (29)

where H(l) = T (l)H . Then, the linear precoding MMSE

filter can be rewritten as P (l)
MMSE = AH(l)H(H(l)H(l)H)−1,

where A = [INt , 0Nt,Nr ]. By implementing the LQ decom-
position of the extended channel matrix H(l) we have

H(l) = L(l)Q(l) = L(l)
[
Q

(l)
1 , Q

(l)
2

]
, (30)

where L(l) is a Nr × Nr lower triangular matrix and the
Nr × (Nr + Nt) matrix Q(l) with orthogonal columns can

be partitioned into the Nr ×Nt matrix Q
(l)
1 and the Nr ×Nr

matrix Q
(l)
2 . From (29) and (30), the following relations hold

H(l) = L(l)Q
(l)
1 , (31)

L(l)−1
=

1

σn
Q

(l)
2 , (32)

AQ(l)H = Q
(l)
1

H
. (33)

Therefore, the filters for the MB-MMSE-cTHP and the MB-
MMSE-dTHP schemes can be obtained as

F (l) = Q(l)H , (34)

G(l) = diag[l
(l)
1,1, l

(l)
2,2, · · · , l(l)Nt,Nt

]−1, (35)

B(l)(dTHP)

= G(l)L(l), (36)

B(l)(cTHP)

= L(l)G(l), (37)

TABLE I: Proposed MB-MMSE-THP Algorithms

Steps Operations

Compute the extended channel matrix for the lth branch
(1) H(l) =

[
T (l)H, σnIS

]

Implement the LQ decomposition
(2) H(l) = L(l)Q(l)

Obtain the filters for MB-cTHP and MB-dTHP

(3) F (l) = Q(l)H ,G(l) = diag[l
(l)
1,1, l

(l)
2,2, · · · , l(l)Nt,Nt

]−1,

B(l)(cTHP)
= L(l)G(l), B(l)(dTHP)

= G(l)L(l)

The MESC selection criterion
(4) for j = 1 : LB

‡ ‡ LB is the total number of branches
(5) MESC(j) =

∑S
i=1(1/l

2
i,i)

(6) end

(7) l(o)
‡‡

= Min(MESC) ‡‡ l(o) is the selected optimal branch
The successive cancelation process

(8) for i = 1 : S
(9) x(o)(i) = si −

∑S
j �=i bi,jx

(o)(j)

(10) x(o)(i) = M(x(o)(i))
(11) end

The received signal
(12) β =

E‖FGx‖
E‖s‖

(13) r(o)(cTHP)
= β(H(o) · 1

β
F (o)G(o)x(o) +n)

(14) r(o)(dTHP)
= G(o)(H(o)F (o)x(o) + n)

(15) ŝ(cTHP) = Q(M(T (o)T r(o)(cTHP)
))

(16) ŝ(dTHP) = Q(M(T (o)T r(o)(dTHP)
))

where l
(l)
ii are the diagonal elements of L(l). The received

signal for the lth branch is

r(l)
(dTHP)

= G(l)(H(l)AF (l)x(l) + n), (38)

r(l)
(cTHP)

= β(H(l) · 1
β
AF (l)G(l)x(l) + n). (39)

It is worth noting that the multiplication by A will not result
in transmit power amplification since AAH = INt (A is
pseudo-unitary). The implementation steps of the MB-MMSE-
THP algorithms are summarized in Table I.

IV. PERFORMANCE ANALYSIS

In this section, we consider a performance analysis in terms
of error covariance, sum-rate, and computational complexity.

A. Performance Analysis of the Error Covariance Matrix

The autocorrelation matrices of the interference-plus-noise
power in ZF-dTHP and ZF-cTHP have been given in [30],
however, the comparison has not been done. In this section, we
illustrate the BER performances in terms of error covariance.
For the comparison between ZF-dTHP and ZF-cTHP, we
assume i is an arbitrary layer, then from equations (14) and
(15) we have

Φl(o)

ZF−cTHPi,i

Φl(o)

ZF−dTHPi,i

= 1 + ll
(o)

i,i

2
S∑

j �=i

(1/ll
(o)

j,j

2
). (40)

That is, ∀ i : Φl(o)

ZF−dTHPi,i
< Φl(o)

ZF−cTHPi,i
. Since the BER

performance is largely related to the error covariance matrix,
we expect a better BER performance achieved by ZF-dTHP
over ZF-cTHP. This is also verified by the simulation result
in [30], from which a slightly better BER performance of ZF-
dTHP over ZF-cTHP is reported.
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The comparison between MMSE-dTHP and MMSE-cTHP,
however, has not been analyzed nor simulated in the literature
so far. Substituting (31), (33), (34) and (36) into (38), we can
get the error covariance matrix for MMSE-dTHP as

Φ
(l)
MMSE−dTHP = diag(σn/l

(l)
1,1, · · · , σn/l

(l)
S,S)

2. (41)

For the MMSE-cTHP we start from the calculation of β for
a more accurate expression by

β2 =
E‖AF (l)G(l)x(l)‖2

σ2
s

, (42)

where σ2
s = E‖s‖2. Since x(l) = B(l)−1

v(l), B(l) =

L(l)G(l) and L(l)−1
= 1

σn
Q

(l)
2 , the multiplication

AF (l)G(l)x(l) is obtained as

AF (l)G(l)x(l) =
1

σn
AF (l)Q

(l)
2 v(l). (43)

Then, by applying the equivalence tr(ABC) = tr(CAB),
the normalization factor β can be expressed as

β2 =
σ
(l)
v

2

σ2
nσ

2
s

, (44)

where the quantity σ
(l)
v

2
is the variance of v(l). Therefore, the

error covariance matrix for MMSE-cTHP is obtained as

Φ
(l)
MMSE−cTHP = diag

(
σ
(l)
v

2

σ2
s

, · · · , σ
(l)
v

2

σ2
s

)
. (45)

By changing the transmit signal order, different perturbation
vectors d(l) are obtained in MB-MMSE-cTHP. The multi-
branch processing is actually used to select the one with the

minimum σ
(l)
v

2
among all the LB branches in MB-MMSE-

cTHP algorithms.
For the comparison between MB-MMSE-dTHP and

MMSE-dTHP, we have the proposition below.
Proposition 1: The trace of the error covariance matrix for

the proposed MB-MMSE-dTHP technique is upper bounded
by that of the conventional MMSE-dTHP scheme, i.e.,

tr(ΦMB−MMSE−dTHP) ≤ tr(ΦMMSE−dTHP). (46)

Proof: From the MESC selection criterion in (25), the
selected branch l(o) corresponds to the sum of the elements
associated with the smallest value, i.e.,

tr(ΦMB−MMSE−dTHP) =
∑

1≤i≤S

(1/l
(o)
i,i )

2. (47)

With the MESC selection criterion, we have∑
1≤i≤S

(1/l
(o)
i,i )

2 ≤
∑

1≤i≤S

(1/l
(l)
i,i )

2, l = 1, 2, · · · , LB. (48)

By writing the above quantities without the sum, we get(
1

l
(o)
1,1

)2

+ · · ·+
(

1

l
(o)
S,S

)2

≤
(

1

l
(l)
1,1

)2

+ · · ·+
(

1

l
(l)
S,S

)2

,

[(
1

l
(o)
1,1

)2

−
(

1

l
(l)
1,1

)2]
+ · · ·+

[(
1

l
(o)
S,S

)2

−
(

1

l
(l)
S,S

)2]
≤ 0.

(49)

If we choose l
(o)
i,i to be identical to l

(l)
i,i then we prove the

equality tr(ΦMB−MMSE−dTHP) = tr(ΦMMSE−dTHP). If we
choose at least one element l(o)i,i > l

(l)
i,i or l

(o)
i,i − l

(l)
i,i = ε while

keeping the others identical l(o)j,j = l
(l)
j,j , j 
= i then we prove

the inequality tr(ΦMB−MMSE−dTHP) < tr(ΦMMSE−dTHP),
where ε is a small real positive value �.

For MMSE-cTHP, the overall SNR performance is influ-
enced by the sum of each layer, then from (45) we have

tr(ΦMMSE−cTHP) =
Kσ

(l)
v

2

σ2
s

, (50)

tr(ΦMB−MMSE−cTHP) =
Kσ

(o)
v

2

σ2
s

.

Because of the MESC selection process, we have obtained that

∀ l : σ
(o)
v

2 ≤ σ
(l)
v

2
. Thus, it is straightforward to conclude that

tr(ΦMB−MMSE−cTHP) ≤ tr(ΦMMSE−cTHP). (51)

Therefore, we expect that a better BER performance can be
achieved by the proposed MB-dTHP and MB-cTHP, respec-
tively, as compared to their original counterparts.

B. Sum-Rate Performance Analysis

From the analysis illustrated in Section III, the MU-MIMO
channel is decomposed into parallel AWGN channels in the
THP systems. Therefore, the ith SNR for the lth branch
transmit signal of MB-ZF-THP is given by [2], [30]

γi
(l)(MB−ZF−dTHP)

=
σ2
s

σ2
n(1/l

(l)
i,i

2
)
, (52)

γi
(l)(MB−ZF−cTHP)

=
σ2
s

σ2
n

∑S
i=1(1/l

(l)
i,i

2
)
. (53)

Then, the achievable sum rates for the lth branch of MB-ZF-
dTHP and MB-ZF-cTHP are respectively given by

C
(l)
(MB−ZF−dTHP) =

S∑
i=1

log
(
1 +

σ2
s l

(l)
i,i

2

σ2
n

)
, (54)

C
(l)
(MB−ZF−cTHP) = S log

(
1 +

σ2
s

σ2
n

∑S
i=1(1/l

(l)
i,i

2
)

)
.(55)

From equations (41) and (42), the achievable sum rates of
MB-MMSE-dTHP and MB-MMSE-cTHP can be expressed,
respectively, as follows

C
(l)
(MB−MMSE−dTHP) =

S∑
i=1

log
(
1 +

σ2
s l

(l)
i,i

2

σ2
n

)
, (56)

C
(l)
(MB−MMSE−cTHP) = S log

(
1 +

σ4
s

σ
(l)
v

2

)
. (57)

From (54) and (56), the difference of the overall average
SNR for the lth branch is small. Thus, we expect that MB-
MMSE-dTHP with different branches shares a similar sum-
rate performance. For MB-MMSE-cTHP, the σ

(o)
v

2
of the

selected l(o)th branch has the minimum value among all
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the branches because of the multi-branch processing and the
selection, that is

σ(o)
v

2 ≤ σ(l)
v

2
, l = 1, · · · , LB, (58)

Thus, we have

C(MMSE−cTHP) ≤ C
(o)
(MB−MMSE−cTHP), (59)

which means the sum-rate performance of MMSE-cTHP can
be improved by the proposed MB-MMSE-cTHP algorithm.

C. Complexity Analysis

In this section we use the total number of floating point
operations (FLOPs) to measure the computational complexity
of the proposed and existing algorithms. The number of
FLOPs for the LQ decomposition is obtained by assuming that
the LQ decomposition is computed by using the Householder
transformation given in [38]. We summarize the total number
of FLOPs needed for the matrix operations below:

• Multiplication of m × n and n × p complex matrices:
8mnp− 2mp;

• LQ decomposition of an m×n (m ≤ n) complex matrix:
8m2(n− 1

3m);
• Pseudo-inversion of an m× n complex matrix: (43m

3 +
7m2n−m2 − 2mn).

The number of FLOPs needed for BD and RBD can be
found in [39], [40]. The computational complexity of MMSE-
THP based on multiple matrix inversions in [19] has been
given in [41]. The complexity reported in [41], however, is
only computed in terms of the number of multiplications and
additions. For the complex multiplications and additions, it
respectively needs 6 and 2 FLOPs. Thus, the number of FLOPs
needed by MMSE-THP in [19] is at least 24N4

r + 48N3
r +

NtNr. For MMSE-THP based on the Cholesky factorization in
[41], the number of FLOPs needed is at least 20

3 N
3
r +8N2

rNt.
The ZF-VP in [9] and MMSE-VP in [42] are implemented by
using the sphere decoder (SD) algorithm which is employed
for sphere encoding. The complexity of SD is associated with
the constellation size M and the radius d which is chosen to
be a scaled version of the noise variance [43]. The required
multiplications and additions of SD are given in [44].

For simplicity, we assume that the number of transmit
antennas Nt and the number of receive antennas Nr are
equal to n. From the above derivation, MB-MMSE-dTHP and
MB-MMSE-cTHP share the same computational complexity.
The number of FLOPs for the above precoding algorithms
are listed in Table II, where N̄k = n − Nk. In case of
system dimension n = 6, number of users K = 3, each
user equipped with Nk = 2 receive antennas and number of
branches LB = 2, the required number of FLOPs of MB-ZF-
THP and MB-MMSE-THP is much lower than the BD, RBD,
conventional MMSE-THP in [19] and VP algorithms.

The required number of FLOPs of the proposed and existing
algorithms is simulated for different system dimensions and
the results are depicted in Fig. 3. It is clear that VP shows
the highest complexity. The computational cost of BD, RBD,
and MMSE-THP in [19] is relatively high compared to the
proposed MB-MMSE-THP algorithms due to multiple SVD
or matrix inversion operations are implemented. Moreover, the

TABLE II: Comparison of the complexity

Algorithm FLOPs Case
ZF 16n3 + 3n2 − 2n 3552
MMSE 16n3 + 3n2 3564
BD K(72N3

k + 72n2
i n+ 32Nkn

2

−2N2
k + 32nN̄2

k + 64N̄3
k ) 35304

RBD K(72N3
k + 72N2

kn+ 32Nkn
2 − 2N2

k
+8n3 + 18n+ n̄i + 32nN̄2

k + 64N̄3
k ) 40824

ZF-THP 40
3
n3 + 10n2 + 22n 3372

MMSE-THP [19] 24n4 + 48n3 + n2 41508
MMSE-THP 64

3
n3 + 10n2 + 22n 5100

MB-ZF-THP LB( 40
3
n3 + 10n2 + 22n) 6744

MB-MMSE-THP LB( 64
3
n3 + 10n2 + 22n) 10200

ZF-VP/MMSE-VP 8
∑n

k=1
Mkπ

k
2

Γ(k/2+1)
dk

+ 16n2 − 2n+ 4 4.8 · 107
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MMSE−THP
MB−MMSE−THP (L

B
=2)

MB−MMSE−THP (L
B
=4)

MMSE−THP [19]
BD
RBD
VP

Fig. 3: Complexity Analysis (The proposed MB-cTHP and MB-dTHP share
the same complexity).

proposed MB-MMSE-THP algorithm with LB = 2 and LB =
4 branches has a complexity that is slightly higher than the ZF-
THP, MMSE, and MMSE-THP algorithms especially when the
system dimension is below 10.

V. SIMULATION RESULTS

In this section, we assess the performance of the proposed
MB-THP algorithms. A system with Nt = 8 transmit antennas
and K = 4 users each equipped with Nk = 2 receive antennas
is considered; this scenario is denoted as the (2, 2, 2, 2) × 8
case. The quantity Eb/N0 is defined as Eb/N0 = NrEs

NtNσ2
n

with N being the number of information bits transmitted per
channel symbol. Uncoded QPSK and 16-QAM modulation
schemes are employed in the simulations. The channel matrix
H is assumed to be a complex i.i.d. Gaussian matrix with zero
mean and unit variance. The number of branches employed
for MB-MMSE-THP is LB = 2, 4, 6, 8, respectively. The
number of simulation trials is 106 and the packet length is
102 symbols.

A. Perfect Channel State Information Scenario

As illustrated in Fig. 4a, the BER performance of the
BD and RBD precoding algorithms is worse than that of
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Fig. 4: BER performance of THP.

the THP algorithms. For the THP algorithms, a better BER
performance is offered by ZF-dTHP over ZF-cTHP since
∀ i : Φl(o)

ZF−dTHPi,i
< Φl(o)

ZF−cTHPi,i
as we illustrated in (40).

However, a much better BER performance is achieved by
MMSE-cTHP than MMSE-dTHP, which verifies the analysis
developed in Section IV. The comparison among nonlinear
precoding algorithms with 16-QAM is displayed in Fig. 4b.
The same phenomenon is also observed for the two types of
THP with 16-QAM. A slightly better BER performance is
offered by ZF-dTHP over ZF-cTHP, whereas, the situation
is reversed for MMSE-THP. The THP with successive BD
implementation (SO-THP) algorithm in [28] shows a slightly
better performance than ZF-cTHP at low Eb/N0s, however, its
performance is almost the same as ZF-dTHP and ZF-cTHP
at high Eb/N0s. The maximum transmit diversity order is
achieved by ZF-VP and MMSE-VP algorithms.

The BER performance of the proposed MB-MMSE-cTHP
with 16-QAM and QPSK are shown in Fig. 5a and Fig. 5b,
respectively. From Fig. 5a, the proposed MB-MMSE-cTHP
with LB = 2, 4, 8 branches has a gain of more than 2 dB,
3 dB, and 3.4 dB as compared to the conventional MMSE-
cTHP and the performance gap between MB-MMSE-cTHP
with LB = 4 and MMSE-VP is only 2 dB at the BER of 10−3.
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Fig. 5: BER performance of cTHP.

For the QPSK modulation in Fig. 5b, the BER performance of
MB-MMSE-cTHP with LB = 4 is better than MMSE-VP at
low Eb/N0s and is very close to that of MMSE-VP at the BER
of 10−3 but requires a much lower computational complexity.

Fig. 6 displays the BER performance of the proposed
MB-MMSE-dTHP algorithms. For the proposed MB-MMSE-
dTHP with L = 2, 4, 8 branches, there is a gain of more
than 3.6 dB, 6 dB, and 7 dB as compared to the conventional
MMSE-dTHP at the BER of 10−3, respectively.

As illustrated by Fig. 5 and Fig. 6, the transmit diversity
of the proposed MB-MMSE-cTHP and MB-MMSE-dTHP
algorithms is between the VP and the conventional MMSE-
THP algorithms because a list of branches is constructed and
the best candidate is selected by the proposed algorithms.
It is worth noting that for both MB-MMSE-cTHP and MB-
MMSE-dTHP with only 2 branches, there is a considerable
performance improvement and their BER performances with 4
branches can approach the one with 8 branches. Especially for
MB-MMSE-cTHP, its BER performance with only 4 branches
is not far from MMSE-VP with much less computational
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Fig. 6: BER performance of dTHP, (2, 2, 2, 2) × 8 MIMO, 16-QAM.

complexity.
Fig. 7a and Fig. 7b display the sum-rate performance

of the proposed MB-MMSE-cTHP and MB-MMSE-dTHP
algorithms, respectively. From Fig. 7a , we can find that the
sum rates of MB-MMSE-cTHP is improved with the increase
of LB as we revealed in (59). When LB is increased to 4,
it can achieve almost the same sum-rate performance as with
8 branches. The SO-THP in [28] has shown a better sum-
rate performance than MB-MMSE-cTHP algorithms for high
values of Eb/N0. For MB-MMSE-dTHP, however, they share
almost the same sum-rate performance with different branches.
This phenomenon confirms the analysis developed in Section
IV. Another interesting phenomenon can be observed by
comparing these two figures is that the sum-rate performance
of MB-MMSE-cTHP is better than MB-MMSE-dTHP at low
values of Eb/N0, while MB-MMSE-dTHP offers a very good
performance at high values of Eb/N0.

B. Correlated Channel State Information Scenario

Here, we study the impact of correlated channels on the
performance of the proposed and existing algorithms. A cor-
related channel matrix can be obtained using the Kronecker
model [45]

Hc = R
1
2
r HR

1
2
t . (60)

For the case of an urban wireless environment, the UE is
always surrounded by rich scattering objects and the channel is
most likely to be modeled by an independent Rayleigh fading
channel at the receive side [46]. Hence, we assume Rr = INr ,
and we have

Hc = HR
1
2
t . (61)

To study the effect of antenna correlations, random realiza-
tions of correlated channels are generated according to the
exponential correlation model [47] such that the elements of
Rt are given by

ri,j =

{
rj−i, i ≤ j
r∗j,i, i > j

, |r| ≤ 1, (62)
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Fig. 7: Sum-rate performance of THP.

where r is the correlation coefficient between any two neigh-
boring antennas. This correlation model is suitable for our
study since, in practice, the correlation between neighboring
channels is higher than that between distant channels. In the
following Fig. 8, we examine the performance of the proposed
MB-MMSE-THP algorithms with |r| = 0.5. The simulation
results show that with the spatial correlation, the proposed
MB-MMSE-THP algorithms still offer a better performance
compared to their conventional counterparts and the MMSE-
cTHP is more sensitive to the spatial correlation.

C. The impact of imperfect channels

For the precoding techniques to work, CSI is required at
the transmit side. This is natural for time-division duplex
(TDD) systems because the uplink and downlink share the
same frequency band. For frequency-division duplex (FDD)
systems, however, the CSI needs to be estimated at the receiver
and fed back to the transmitter. Assuming perfect CSI is
impractical due to the often inaccurate channel estimation and
the CSI feedback errors, we need to evaluate the impact of
imperfect CSI on the performance of precoders. The channel
errors can be modeled as a complex random Gaussian noise
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Fig. 8: Performance with correlated channel.

matrix E with i.i.d. entries of zero mean and variance σ2
e . The

imperfect channel matrix He is defined as [3]

He = H +E. (63)

Fig. 9 illustrates the BER performance of the above precod-
ing algorithms with imperfect CSI at Eb/N0 = 20 dB. The
BER performance gets worse for all the precoding algorithms
with the increase of σ2

e . The performance advantage of the
proposed MB-MMSE-THP algorithms are not changed at low
values of σ2

e , while it degrades faster for higher values of σ2
e

due to the nonlinearity of the algorithms.
It is worth noting that MMSE-cTHP loses its BER perfor-

mance advantage to MMSE-dTHP for channel errors with a
variance larger than σ2

e = 0.14 as shown in Fig. 9, which
illustrates that the cTHP structure is more sensitive than
the dTHP structure to imperfect channels. Therefore, more
feedback bits are needed by cTHP than dTHP in realistic
systems. A robust optimization of THP based on the mean-
squared-error (MSE) has been developed in [33] to alleviate
the impact of CSI errors. We leave a robust optimization under
the MB-cTHP and MB-dTHP framework as a future extension.
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Fig. 9: BER as a function of the variance of CSI error σ2
e for Eb/N0 =

20 dB, (2, 2, 2, 2)× 8 MIMO, 16-QAM.

Although less feedback information is required for dTHP
in practice, the corresponding scaling matrix needs to be
transmitted to each distributed receiver, which requires an
extra control overhead or additional feedforward information.
Since the feedback issue is not the main focus of this work,
we leave it for further research.

For MB-MMSE-cTHP and MB-MMSE-dTHP, we have
found that

• a better BER performance is obtained by MB-MMSE-
cTHP compared to MB-MMSE-dTHP.

• MB-MMSE-dTHP can lead to higher system sum rates
and more flexible sub-channel management. The sum-rate
performance of MB-MMSE-cTHP is not as good as MB-
MMSE-dTHP but it can be improved with an increase of
the number of branches.

• MB-MMSE-cTHP is more sensitive to imperfect CSI
than MB-MMSE-dTHP but a simplified receiver structure
for MB-MMSE-cTHP has been achieved due to the fact
that the decoding matrix Gk is not required at each
receiver in MB-MMSE-cTHP.

VI. CONCLUSIONS

In this paper, MB-MMSE-cTHP and MB-MMSE-dTHP
algorithms have been proposed for MU-MIMO systems with
multiple receive antennas. The proposed MB-MMSE-THP
algorithms exploit the degrees of freedom for transmission
by constructing a list of branches, which results in extra
transmit diversity gains. Moreover, the required computational
complexity is still reasonable since the filters of MB-MMSE-
THP are derived based on an LQ decomposition. A com-
prehensive performance analysis has been carried out and a
wide range of comparisons have been conducted with existing
precoding algorithms, including the BD, RBD, THP, SO-
THP, VP algorithms. Simulation results have illustrated that
a considerable improvement is achieved with only 2 or 4
branches, which reveals the value of the proposed MB-MMSE-
THP algorithms for practical applications. Since a set of
parallel channels is obtained with the application of the MB-
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THP algorithms, power loading schemes can be employed to
optimize the power used over the channels.
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