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#### Abstract

We present low-complexity, quickly converging robust adaptive beamformers, for beamforming large arrays in snapshot deficient scenarios. The proposed algorithms are derived by combining data-dependent Krylov-subspace based dimensionality reduction, using the Powers-of-R or Conjugate Gradient techniques, with ellipsoidal uncertainty set based robust Capon beamformer methods. Further, we provide a detailed computational complexity analysis and consider the efficient implementation of automatic, online dimension-selection rules. We illustrate the benefits of the proposed approaches using simulated data.
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## I. Introduction

In this work, we are interested in designing low-complexity, robust adaptive beamformers for beamforming large arrays in snapshot deficient scenarios. Such beamformers are applicable to radar and passive sonar systems, in which large aperture, many-element arrays that operate in highly dynamic environments are often encountered and where the number of snapshots $K$ that are available for weight estimation is significantly less than the number of array elements $M$ [1], [2]. The challenges are to a) provide robustness to signal-of-interest (SOI) array steering vector (ASV) modeling errors, which arise from, e.g., calibration and pointing errors and can cause severe SOI cancellation, b) ensure adequate convergence on the limited data available, and c) ensure a sufficiently low complexity to permit real-time implementation on the often limited computational resources that are available.

Many robust adaptive techniques have been proposed to alleviate the deleterious effects of ASV mismatch, including using multiple linear constraints [3]-[6], diagonal loading [7], eigenspace projection [8], and more recently, the robust Capon beamformers (RCBs), which exploit ellipsoidal, including spherical, uncertainty sets of the ASV [9]-[13], and their extensions [2], [14]-[21]. Due to their widespread popularity and the fact that they have addressed the mismatch problem in several application areas (see, e.g., [22]-[29]), herein, we focus on using RCB techniques for alleviating the effects of ASV mismatch. Other notable recent methods for addressing the mismatch problem can be found in [30][33]. Whilst the RCB (under spherical uncertainty) converges significantly faster than, e.g., the minimum variance distortionless response (MVDR) beamformer, there is still often both a need for and potential for improvement, especially when $K<M$. Further, the $\mathcal{O}\left(M^{3}\right)$ complexity eigenvalue decomposition required to compute the full-dimension RCB is prohibitive for real-time implementation on the large arrays considered here.

Reduced-dimension (or reduced-rank) methods, which project the data onto a low-rank subspace, are often used to speed-up the convergence of adaptive beamformers and reduce their computational complexity. Common data-independent methods include subarray pre-processing [34]-[37], full-aperture beamspace [38]-[40], and discrete prolate spheroidal sequences [40], [41]. The ad hoc nature of the dataindependent methods and the need to improve performance, motivated research into statistically optimum data-dependent methods, the first of which were the eigenbasis based principal components [42] and cross-spectral metric [1], [43], [44] methods. Whilst these could provide huge reductions in sample support over conventional full-dimension methods [45], they were soon superseded by several algorithms that are related to each other as they operate in the same Krylov-subspace [46]-[54], but differ in
the way that they expand the subspace and then form the adaptive weights. These Krylov-subspace algorithms include the multistage Wiener filter [1], [55], the auxiliary vector method [56], [57], the conjugate gradient technique [48], [58]-[62], and the reduced-rank MVDR algorithms in [63], [64]. Due to the popularity and the proven performance of these Krylov-subspace techniques in several application areas (see, e.g., [1], [46], [47], [49], [51], [52], [56], [59], [61], [63], [65]-[67]), we here focus on exploiting Krylov-subspace dimensionality reduction, but remark that there are other methods available (see, e.g. [68], [69]). Significant drawbacks of the aforementioned Krylov-subspace methods are that they are sensitive to SOI ASV errors and to the selected rank.

The main contribution of this paper is combining Krylov-subspace dimensionality reduction and robust Capon beamforming, to produce a new family of Krylov-subspace based reduced-dimension robust Capon beamformers (Krylov-RDRCBs). By exploiting Krylov-subspace methods, we obtain faster convergence and lower complexity than the RCB. By exploiting RCB methods, we address the sensitivity of the Krylov-based methods to SOI ASV errors and rank over-determination. We examine four existing Krylovsubspace expansion methods for computing dimensionality reduction transforms, which have different degrees of numerical stability and associated computational costs. They are the non-orthogonal Power-of-R (NO-PoR) method, previously used to implement the multistage Wiener filter in [52], the method used in [63], [64], which we here term the orthogonal PoR (O-PoR) method, and two methods based on the conjugate gradient (CG) technique [58], where one exploits the CG direction vectors and we term the CG method, and where the other exploits the orthogonal CG residuals and we term the orthogonal CG (O-CG) method. To form the Krylov-RDRCBs, we use the RDRCB framework proposed in [2], [70]. Here, we extend the framework, by providing new results that allow faster computation of the reduced-dimension ellipsoids that are needed after rank reduction and that are useful when exploiting any type of data-dependent dimensionality reduction transform (and not just the Krylov-subspace methods considered here). We term the new Krylov-RDRCBs the NO-PoR-RDRCB, the O-PoR-RDRCB, the CG-RDRCB, and the O-CG-RDRCB, which we derive assuming a known dimension and for both spherical and non-degenerate ellipsoidal uncertainty. We also exploit the fact that the conjugate-gradient direction vectors diagonalize the reduced-dimension covariance to derive an efficient implementation of the CG-RDRCB. We provide a detailed analysis of the computational complexities of the KrylovRDRCBs. Since, in practice, the optimal dimension (or rank) is often unknown a priori, we consider how to efficiently implement the automatic rank selection rules proposed in [52], [71] with each of the Krylov subspace-expansion methods. Further, we propose two extremely low-complexity stopping rules for the CG-RDRCBs, which stop subspace expansion either when the condition number of the
reduced-dimension covariance exceeds a threshold or when breakdown of the conjugate orthogonality of the direction vectors is detected. Extensive simulations are used to assess the new Krylov-RDRCBs, with and without automatic rank selection, and in comparison to existing Krylov-subspace based reduceddimension MVDRs and full dimension delay-and-sum, MVDR, and RCBs, for beamforming large planar arrays in snapshot deficient scenarios. To summarize, the contributions of this work ${ }^{1}$ comprise 1 ) the new family of Krylov-RDRCBs, 2) the extension of the RDRCB framework for data-dependent dimensionality reduction, 3) the efficient implementation of rank-selection rules, 4) a detailed computational complexity analysis and 5) a simulation study for beamforming large arrays in snapshot deficient scenarios.

The remainder of this paper is organized as follows. In Section II, after discussing the notation and operation counting conventions (for evaluating computational complexity) used throughout the paper, we summarize the RCB approach and the Krylov-subspace methods used for rank reduction. In Section III, we review the RDRCB framework and then present new results for exploiting data-dependent dimensionality reduction. In Section IV, we exploit these results to form the Krylov-RDRCBs. We derive a computationally efficient implementation of the CG-RDRCB in Section IV-A. In Section V, we analyze the complexity of the proposed Krylov-RDRCBs for a given rank N. In Section VI, we incorporate rank selection rules. In Section VII, on simulated data, we illustrate the benefits of the proposed algorithms for beamforming large arrays in snapshot deficient scenarios. Finally, we draw our conclusions in Section VIII.

## II. Background

Here, we summarize the notation and operation counting conventions used throughout the paper, as well as the RCB and Krylov-subspace expansion techniques.

## A. Notation and Operation Counting Conventions

In the following, $E\{\cdot\},(\cdot)^{T},(\cdot)^{H},(\cdot)^{-1}$ and $(\cdot)^{\dagger}$ denote the expectation, transpose, Hermitian transpose, inverse and Moore-Penrose pseudo-inverse operators, respectively. Furthermore, $\mathbb{C}^{M \times N}, \mathbf{I}_{N},\|\cdot\|_{2}, \mathcal{R}(\mathbf{X})$, $\mathcal{N}(\mathbf{X}), \mathbf{N}_{\mathbf{X}}^{l}, \Pi_{\mathbf{X}}$ and $\Pi_{\mathbf{X}}^{\perp}$ denote the space of $M \times N$ complex matrices, the $N \times N$ identity matrix, the two-norm, the column-space of $\mathbf{X}$, the null-space of $\mathbf{X}$, a basis for the left null-space of $\mathbf{X}$, the orthogonal projector onto the column space of $\mathbf{X}$ and the orthogonal projector onto the space perpendicular to the column space of $\mathbf{X}$, respectively. Moreover, $\mathbf{X} \geq 0$ or $\mathbf{X}>0$ mean that the Hermitian symmetric matrix $\mathbf{X}$ is positive semi-definite or positive definite, respectively. We define $\mathbf{X}^{\frac{1}{2}}$ such that $\mathbf{X}=\mathbf{X}^{\frac{H}{2}} \mathbf{X}^{\frac{1}{2}}$, where $\mathbf{X}^{\frac{H}{2}}=\left(\mathbf{X}^{\frac{1}{2}}\right)^{H}$.

[^0]An operation is defined as one complex multiplication plus addition (and is approximately equivalent to four real multiplications and additions) such that, for $\mathbf{X} \in \mathbb{C}^{M \times N}$ and $\mathbf{Y} \in \mathbb{C}^{N \times P}$, $\mathbf{X Y}$ requires $M N P$ operations. If $\mathbf{X} \in \mathbb{C}^{M \times M}$ is a diagonal matrix and $\mathbf{Y} \in \mathbb{C}^{M \times P}$ is a general matrix, then $\mathbf{X Y}$ requires $M P$ operations. Computing the eigenvalue decomposition (EVD) or the inverse of an $M \times M$ Hermitian symmetric matrix is assumed to require $\mathcal{O}\left(4 \frac{1}{3} M^{3}\right)$ or $\mathcal{O}\left(M^{3}\right)$ operations ${ }^{2}$, respectively [73].

## B. Robust Capon Beamforming

The $k$ th full-dimension (or element-space) array snapshot $\mathbf{x}_{k} \in \mathbb{C}^{M}$ is modeled as

$$
\begin{equation*}
\mathbf{x}_{k}=\mathbf{a}_{0} s_{0, k}+\mathbf{n}_{k} \tag{1}
\end{equation*}
$$

where $\mathbf{a}_{0}, s_{0, k}$ and $\mathbf{n}_{k}$ denote the true SOI ASV, the SOI complex amplitude and an additive zero-mean complex Gaussian vector that incorporates the noise and the interference. Assuming $s_{0, k}$ is zero mean and uncorrelated with $\mathbf{n}_{k}$, the array covariance matrix can be written as $\mathbf{R}_{\mathbf{x}}=E\left\{\mathbf{x}_{k} \mathbf{x}_{k}^{H}\right\}=\sigma_{0}^{2} \mathbf{a}_{0} \mathbf{a}_{0}^{H}+\mathbf{Q}_{\mathbf{x}}$, where $\mathbf{R}_{\mathbf{x}}>0, \sigma_{0}^{2}=E\left\{\left|s_{0, k}\right|^{2}\right\}$ is the SOI power, and $\mathbf{Q}_{\mathbf{x}}=E\left\{\mathbf{n}_{k} \mathbf{n}_{k}^{H}\right\}$. In practice, $\mathbf{R}_{\mathbf{x}}$ is often replaced by the sample covariance matrix estimate

$$
\begin{equation*}
\hat{\mathbf{R}}_{\mathbf{x}}=\frac{1}{K} \sum_{k=1}^{K} \mathbf{x}_{k} \mathbf{x}_{k}^{H} \tag{2}
\end{equation*}
$$

formed from $K$ snapshots. In [10], [11] (see, also [13]), RCBs were derived by solving $\max _{\sigma^{2}, \mathbf{a}} \sigma^{2}$ s.t. $\mathbf{R}_{\mathbf{x}}-$ $\sigma^{2} \mathbf{a a}^{H} \geq 0, \mathbf{a} \in \mathcal{E}_{M}(\overline{\mathbf{a}}, \mathbf{E})$, which can be reduced to [10], [11]

$$
\begin{equation*}
\min _{\mathbf{a}} \mathbf{a}^{H} \mathbf{R}_{\mathbf{x}}^{-1} \mathbf{a} \quad \text { s.t. } \quad \mathbf{a} \in \mathcal{E}_{M}(\overline{\mathbf{a}}, \mathbf{E}) \tag{3}
\end{equation*}
$$

The $M$-dimensional, full-dimension (or element-space) ellipsoid $\mathcal{E}_{M}(\overline{\mathbf{a}}, \mathbf{E})$ is parameterized by its center $\overline{\mathbf{a}}$, often representing the assumed ASV, and by its principal semi-axes, given by the unit-norm left singular vectors of $\mathbf{E}^{-\frac{1}{2}}$, where $\mathbf{E} \geq 0 \in \mathbb{C}^{M \times M}$, scaled by the corresponding singular values, and can be written as

$$
\begin{equation*}
\mathcal{E}_{M}(\overline{\mathbf{a}}, \mathbf{E})=\left\{\mathbf{a} \in \mathbb{C}^{M} \mid[\mathbf{a}-\overline{\mathbf{a}}]^{H} \mathbf{E}[\mathbf{a}-\overline{\mathbf{a}}] \leq 1\right\} \tag{4}
\end{equation*}
$$

${ }^{2}$ In the limit of large $M$, for an $M$-dimensional real symmetric matrix, $4 / 3 M^{3}$, approx. $30 M^{2}$ and $3 M^{3}$ real operations are needed to reduce to tridiagonal form (via Householder reduction), diagonalize the tridiagonal matrix (to obtain the eigenvalues) and obtain the eigenvectors, respectively. Ignoring $M^{2}$ terms, in the limit of large $M, 4 \frac{1}{3} M^{3}$ real operations are needed to compute the EVD of a real symmetric matrix. The eigen-pairs of a complex $M$ dimensional Hermitian matrix can be obtained from the eigen-pairs of a $2 M$ dimensional real symmetric matrix called the augmented matrix. Using this method would require $4 \frac{1}{3}(2 M)^{3}=34 \frac{2}{3} M^{3}$ real operations. However, in principle, an algorithm designed specifically for complex matrices could give a further factor of 2 reduction in complexity over the augmented matrix method, leading to $17 \frac{1}{3} M^{3}$ real operations. We here assume that dividing by 4 gives the number of complex operations needed to compute the EVD of a Hermitian matrix as $4 \frac{1}{3} M^{3}$.

To avoid the trivial solution $\mathbf{a}=\mathbf{0}$ of (3), it is necessary to assume that

$$
\begin{equation*}
\overline{\mathbf{a}}^{H} \mathbf{E} \overline{\mathbf{a}}>1 \tag{5}
\end{equation*}
$$

When $\mathbf{E}=\epsilon^{-1} \mathbf{I}$, (4) reduces to a spherical uncertainty set, $\|\mathbf{a}-\overline{\mathbf{a}}\|_{2}^{2} \leq \epsilon$, with radius $\sqrt{\epsilon}$ and (5) becomes $\|\overline{\mathbf{a}}\|_{2}^{2}>\epsilon$. Whilst conservative spherical uncertainty sets are most often used in practice, more general ellipsoids can provide a more accurate description of ASV uncertainty and yield better performance in certain scenarios [13], [15], [74]. For non-degenerate ellipsoids with $\mathbf{E}>0$, we can factor $\mathbf{E}=\mathbf{E}^{\frac{H}{2}} \mathbf{E}^{\frac{1}{2}}$ and form $\breve{\mathbf{a}}=\mathbf{E}^{\frac{1}{2}} \mathbf{a}, \breve{\overline{\mathbf{a}}}=\mathbf{E}^{\frac{1}{2}} \overline{\mathbf{a}}$ and $\breve{\mathbf{R}}_{\mathbf{x}}=\mathbf{E}^{\frac{1}{2}} \mathbf{R}_{\mathbf{x}} \mathbf{E}^{\frac{H}{2}}$. Then, (3) can be re-written using the following spherical constraint [11]

$$
\begin{equation*}
\min _{\breve{\mathbf{a}}} \breve{\mathbf{a}}^{H} \breve{\mathbf{R}}_{\mathbf{x}}^{-1} \breve{\mathbf{a}} \text { s.t. }\|\breve{\mathbf{a}}-\breve{\overline{\mathbf{a}}}\|_{2}^{2} \leq 1 \tag{6}
\end{equation*}
$$

As shown in [11], (6) can be solved using Lagrange multipliers, via the EVD $\breve{\mathbf{R}}_{\mathbf{x}}=\breve{\mathbf{U}} \breve{\mathbf{\Lambda}} \breve{\mathbf{U}}^{H}$, where $\breve{\mathbf{\Lambda}}$ is a diagonal matrix containing the eigenvalues $\breve{\lambda}_{1} \geq \breve{\lambda}_{2} \ldots \geq \breve{\lambda}_{M}$ in non-increasing order on its main diagonal and where $\breve{\mathbf{U}}$ contains the associated eigenvectors. Computing $\breve{\mathbf{z}}=\breve{\mathbf{U}}^{H} \breve{\mathbf{a}}$ in $M^{2}$ operations and letting $\breve{z}_{m}$ denote the $m$ th entry of $\breve{\mathbf{z}}$, the Lagrange multiplier $\mu$ is found by solving $f(\mu)=\sum_{m=1}^{M} \frac{\left|\breve{z}_{m}\right|^{2}}{\left(1+\mu \grave{\lambda}_{m}\right)^{2}}-1=0$ via Newton line search, which updates $\mu$ according to $\mu_{k+1}=\mu_{k}-\frac{f\left(\mu_{k}\right)}{f^{\prime}\left(\mu_{k}\right)}$, where $\mu_{k}$ is the value of $\mu$ at the $k$ th iteration and $f^{\prime}(\mu)=-2 \sum_{m=1}^{M} \frac{\left|\breve{z}_{m}\right|^{2} \breve{\lambda}_{m}}{\left(1+\mu \grave{\lambda}_{m}\right)^{3}}$. The search terminates when $f\left(\mu_{k+1}\right)$ is sufficiently close to zero. Tight bounds on $\mu$, which can be used to initialize the search, are given in [11]. Each Newton iteration takes around $6 M$ operations. Once $\mu$ has been found, the solution to (6) is formed as $\hat{\mathbf{a}}=\breve{\overline{\mathbf{a}}}-\breve{\mathbf{U}}(\mathbf{I}+\mu \breve{\mathbf{\Lambda}})^{-1} \breve{\mathbf{Z}}$, which requires an additional $\mathcal{O}(M[M+2])$ operations. Thus, solving (6) for $\hat{\mathbf{a}}$ once the EVD of $\breve{\mathbf{R}}_{\mathbf{x}}$ has been computed, requires $O\left(2 M[M+1]+n_{\text {iter }} 6 M\right)$ operations, where $n_{\text {iter }}$ denotes the number of iterations in the Newton search. The solution to (3) is formed as $\hat{\mathbf{a}}_{0, \mathrm{RCB}}=\mathbf{E}^{-\frac{1}{2}} \hat{\mathbf{a}}$. The RCB power estimate is formed as $\hat{\sigma}_{0, \mathrm{RCB}}^{2}=\frac{\left\|\hat{\mathbf{a}}_{0, \mathrm{RCB}}\right\|_{2}^{2} / M}{\hat{\mathbf{a}}_{0, \mathrm{RCB}} \mathbf{R}_{\times}^{-1} \hat{\mathbf{a}}_{0, \mathrm{RCB}}}$ and the weight vector as $\hat{\mathbf{w}}_{\text {RCB }}=\frac{\mathbf{R}_{\times}^{-1} \hat{\mathbf{a}}_{0, \mathrm{RCB}}}{\hat{\mathbf{a}}_{0, \mathrm{RCB}}^{H} \mathbf{R}_{\times}^{-1} \hat{\mathbf{a}}_{0, \mathrm{RCB}}}$. The operation counts for computing the full-dimension RCB are summarized in Table I.

TABLE I
ONLINE operation counts for RCB.

|  | Spherical | Non-Degenerate |
| :--- | :---: | :---: |
| $\breve{\mathbf{R}}_{\mathbf{x}}=\breve{\mathbf{U}} \breve{\mathbf{\Lambda}} \breve{\mathbf{U}}^{H}$ | $\mathcal{O}\left(4 \frac{1}{3} M^{3}\right)$ |  |
| Solve for $\hat{\mathbf{a}}$ | $\mathcal{O}\left(2 M[M+1]+n_{\text {iter }} 6 M\right)$ |  |
| $\hat{\mathbf{a}}_{0}=\mathbf{E}^{-\frac{1}{2}} \hat{\mathbf{a}}$ | 0 | $\mathcal{O}\left(M^{2}\right)$ |
| $\hat{\mathbf{w}}_{\text {RCB }}$ | $\mathcal{O}(M[M+1])$ |  |

## C. Krylov-Subspace Bases

Here, we summarize the PoR and CG methods for obtaining rank- $N$ Krylov-subspace bases or dimension reducing transforms, which span the following $N$-dimensional Krylov subspace

$$
\mathcal{K}_{N}=\mathcal{R}\left(\left[\begin{array}{lll}
\overline{\mathbf{a}} & \hat{\mathbf{R}}_{\mathrm{x}} \overline{\mathbf{a}} & \ldots \hat{\mathbf{R}}_{\mathrm{x}}^{N-1} \overline{\mathbf{a}} \tag{7}
\end{array}\right]\right) .
$$

1) Non-Orthogonal Powers-of-R: The standard non-orthogonal PoR (NO-PoR) basis is given by [52]

$$
\mathbf{D}=\left[\begin{array}{llll}
\frac{\overline{\mathbf{a}}}{} \hat{x}^{2} & \frac{\hat{\mathbf{R}}_{x} \overline{\mathrm{a}}}{\left\|\hat{\mathbf{R}}_{x} \overline{\mathrm{a}}\right\|_{2}} & \cdots & \frac{\hat{\mathbf{R}}_{x}^{N-1} \overline{\mathrm{a}}}{\| \hat{\mathbf{R}}_{x}^{N-1}-\overline{\mathrm{a}}} \|_{2} \tag{8}
\end{array}\right],
$$

which can be formed iteratively, by starting with $\boldsymbol{\kappa}_{1}=\overline{\mathbf{a}}$ and $\mathbf{d}_{1}=\frac{\overline{\mathrm{a}}}{\|\overline{\mathrm{a}}\|_{2}}$, and calculating, for $i=2, \ldots, N$,

$$
\begin{equation*}
\boldsymbol{\kappa}_{i}=\hat{\mathbf{R}}_{\mathbf{x}} \kappa_{i-1} \tag{9}
\end{equation*}
$$

and $\mathbf{d}_{i}=\frac{\boldsymbol{\kappa}_{i}}{\left\|\boldsymbol{\kappa}_{i}\right\|_{2}}$. Calculating $\boldsymbol{\kappa}_{i}$ from $\boldsymbol{\kappa}_{i-1}$ uses $\mathcal{O}\left(M^{2}\right)$ operations and then calculating $\mathbf{d}_{i}$ uses $\mathcal{O}(M)$ operations. Thus, calculating the rank- $N$ NO-PoR transform uses $\mathcal{O}(N M[M+1])$ operations.
2) Orthogonal Powers-of-R: In [63], an alternative PoR-based transform was suggested for applications in which the model order is highly variable and time-varying, and can be formed similarly to the NO-PoR transform, by replacing (9) with $\boldsymbol{\kappa}_{i}=\boldsymbol{\Pi}_{\mathbf{D}_{i-1}}^{\perp} \hat{\mathbf{R}}_{\mathbf{x}} \boldsymbol{\kappa}_{i-1}$, where $\Pi_{\mathbf{D}_{i-1}}^{\perp}=\mathbf{I}-\sum_{k=1}^{i-1} \mathbf{d}_{k} \mathbf{d}_{k}^{H}$. We term the resulting transform the orthogonal PoR (O-PoR) transform as its columns are orthogonal. To form a new column $\mathbf{d}_{i}$ efficiently, first compute $\tilde{\boldsymbol{\kappa}}_{i}=\hat{\mathbf{R}}_{\mathbf{x}} \boldsymbol{\kappa}_{i-1}$ in $\mathcal{O}\left(M^{2}\right)$ operations, then $\boldsymbol{\kappa}_{i}=\tilde{\boldsymbol{\kappa}}_{i}-\mathbf{D}_{i-1} \mathbf{D}_{i-1}^{H} \tilde{\boldsymbol{\kappa}}_{i}$, where $\mathbf{D}_{i-1}=\left[\begin{array}{lll}\mathbf{d}_{1} & \ldots & \mathbf{d}_{i-1}\end{array}\right]$, in a further $\mathcal{O}(2(i-1) M+M)$ operations and then calculate $\mathbf{d}_{i}$ from $\kappa_{i}$ in a further $\mathcal{O}(M)$ operations. Thus, computing the $N$-dimensional O-PoR transform requires $\mathcal{O}(N M[M+1+N])$ operations.
3) Conjugate Gradient Method: The CG algorithm minimizes the function $f(\mathbf{w})=\mathbf{w}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{w}-$ $\mathbf{w}^{H} \overline{\mathbf{a}}-\overline{\mathbf{a}}^{H} \mathbf{w}+$ constant along a set of $\hat{\mathbf{R}}_{\mathbf{x}}$-orthogonal search directions and thus, iteratively solves $\hat{\mathbf{R}}_{\mathbf{x}} \mathbf{w}=\overline{\mathbf{a}}$ [48], [58], [75]. Starting with $\mathbf{w}_{1}=\mathbf{0}, \mathbf{d}_{1}=\overline{\mathbf{a}}$ and $\mathbf{r}_{1}=-\overline{\mathbf{a}}$, for $i=2, \ldots, N$, calculate [48]

$$
\begin{align*}
\alpha_{i} & =-\frac{\mathbf{d}_{i}^{H} \mathbf{r}_{i}}{\mathbf{d}_{i}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}} \\
\mathbf{w}_{i+1} & =\mathbf{w}_{i}+\alpha_{i} \mathbf{d}_{i} \\
\mathbf{r}_{i+1} & =\mathbf{r}_{i}+\alpha_{i} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i} \\
\beta_{i} & =\frac{\mathbf{d}_{i}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{r}_{i+1}}{\mathbf{d}_{i}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}} \\
\mathbf{d}_{i+1} & =-\mathbf{r}_{i+1}+\beta_{i} \mathbf{d}_{i}, \tag{10}
\end{align*}
$$

where $\mathbf{d}_{i}$ and $\mathbf{r}_{i}$ denote the $i$ th conjugate direction vector and residual vector, respectively. The direction vectors are formed by conjugation of the residuals and therefore, at the $i$ th iteration, they both span the
same subspace, denoted $\mathcal{D}_{i}=\mathcal{R}\left(\left[\begin{array}{lll}\mathbf{r}_{1} & \ldots & \mathbf{r}_{i}\end{array}\right]\right)=\mathcal{R}\left(\left[\begin{array}{lll}\mathbf{d}_{1} & \ldots & \mathbf{d}_{i}\end{array}\right]\right)$. From (10), we see that $\mathbf{r}_{i+1}$ is a linear combination of $\mathbf{r}_{i}$ and $\hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}$. Since $\mathbf{d}_{i} \in \mathcal{D}_{i}$, the new subspace $\mathcal{D}_{i+1}$ is formed from the union of $\mathcal{D}_{i}$ and $\hat{\mathbf{R}}_{\mathbf{x}} \mathcal{D}_{i}$, so that [75]

$$
\begin{align*}
\mathcal{D}_{i} & =\mathcal{R}\left(\left[\begin{array}{llll}
\mathbf{d}_{1} & \hat{\mathbf{R}}_{\mathrm{x}} \mathbf{d}_{1} & \ldots & \hat{\mathbf{R}}_{\mathrm{x}}^{i-1} \mathbf{d}_{1}
\end{array}\right]\right) \\
& =\mathcal{R}\left(\left[\begin{array}{llll}
\mathbf{r}_{1} & \hat{\mathbf{R}}_{\mathrm{x}} \mathbf{r}_{1} & \ldots & \hat{\mathbf{R}}_{\mathrm{x}}^{i-1} \mathbf{r}_{1}
\end{array}\right]\right) \tag{11}
\end{align*}
$$

Thus, with $\mathbf{d}_{1}=\overline{\mathbf{a}}$ and $\mathbf{r}_{1}=-\overline{\mathbf{a}}$ in (11), it clear that $\mathcal{D}_{N}$, which is the subspace spanned by the first $N$ residuals or direction vectors, is equivalent to the Krylov subspace in (7). We term the dimension reducing transform, $\mathbf{D}=\left[\mathbf{d}_{1} \ldots \mathbf{d}_{N}\right]$, formed using the direction vectors the CG transform, whilst we term $\mathbf{D}=\left[\frac{\mathbf{r}_{1}}{\left\|\mathbf{r}_{1}\right\|_{2}} \cdots \frac{\mathbf{r}_{N}}{\left\|\mathbf{r}_{N}\right\|_{2}}\right]$ formed using the residuals the orthogonal CG (O-CG) transform. The cost of computing $\hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}$ is $\mathcal{O}\left(M^{2}\right)$. Given $\hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}$, the cost of computing $\alpha_{i}$ is $\mathcal{O}(2 M)$. Updating $\mathbf{r}_{i+1}$ is $\mathcal{O}(M)$. The cost of computing $\beta_{i}$, given $\hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}$ and the denominator of $\alpha_{i}$ is $\mathcal{O}(M)$. Then, updating $\mathbf{d}_{i+1}$ is $\mathcal{O}(M)$. Note that we do not need to calculate updates to $\mathbf{w}$ to find $\mathbf{D}$. Thus, the cost of computing a new column of the CG transform is $\mathcal{O}\left(M^{2}+5 M\right)$. For the O-CG transform, an extra $\mathcal{O}(M)$ operations are needed to compute the norm $\left\|\mathbf{r}_{i+1}\right\|_{2}$. Thus, the total operations needed to calculate the CG and O-CG transforms are $\mathcal{O}(N M[M+5])$ and $\mathcal{O}(N M[M+6])$, respectively. Table II summarizes the operations needed to compute each of the Krylov-subspace dimension reducing transforms (DRTs).

## III. Data-Dependent Reduced-Dimension Robust Capon Beamforming Framework

Here, we first summarize the existing reduced-dimension robust Capon beamforming (RDRCB) framework, proposed in [2], [70] for combining any form of dimensionality reduction with robust Capon beamforming, and then extend it for data-dependent dimensionality reduction.

TABLE II
Operations for computing rank- $N$ Krylov-subspace DRTs.

| Method | Operations |
| :--- | :---: |
| NO-PoR | $\mathcal{O}(N M[M+1])$ |
| O-PoR | $\mathcal{O}(N M[M+1+N])$ |
| CG | $\mathcal{O}(N M[M+5])$ |
| O-CG | $\mathcal{O}(N M[M+6])$ |

## A. Summary of Existing RDRCB Framework

In reduced-dimension methods, the $k$ th full-dimension snapshot, $\mathbf{x}_{k} \in \mathbb{C}^{M}$, is projected onto an $N$ dimensional subspace (with $N<M$ ) using a dimension reducing transformation $\mathbf{D} \in \mathbb{C}^{M \times N}$, yielding the reduced-dimension snapshot, $\mathbf{y}_{k}=\mathbf{D}^{H} \mathbf{x}_{k}$, where $\mathbf{y}_{k} \in \mathbb{C}^{N}$. Using (1), the reduced-dimension snapshot can be modeled as $\mathbf{y}_{k}=\mathbf{b}_{0} s_{0, k}+\tilde{\mathbf{n}}_{k}$, with $\mathbf{b}_{0}=\mathbf{D}^{H} \mathbf{a}_{0}$ and $\tilde{\mathbf{n}}_{k}=\mathbf{D}^{H} \mathbf{n}_{k}$, giving a reduced-dimension covariance $\mathbf{R}_{\mathbf{y}}=E\left\{\mathbf{y}_{k} \mathbf{y}_{k}^{H}\right\}=\sigma_{0}^{2} \mathbf{b}_{0} \mathbf{b}_{0}^{H}+\mathbf{Q}_{\mathbf{y}}$, with $\mathbf{Q}_{\mathbf{y}}=E\left\{\tilde{\mathbf{n}}_{k} \tilde{\mathbf{n}}_{k}^{H}\right\}=\mathbf{D}^{H} \mathbf{Q}_{\mathbf{x}} \mathbf{D}$. Since $\mathbf{R}_{\mathbf{y}}$ is unavailable a priori, it is often replaced with $\hat{\mathbf{R}}_{\mathbf{y}}=\frac{1}{K} \sum_{k=1}^{K} \mathbf{y}_{k} \mathbf{y}_{k}^{H}=\mathbf{D}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{D}$, with $\hat{\mathbf{R}}_{\mathbf{x}}$ given in (2). This leads to the following RDRCB optimization problem $\max _{\sigma^{2}, \mathbf{b}} \sigma^{2}$ s.t. $\mathbf{R}_{\mathbf{y}}-\sigma^{2} \mathbf{b} \mathbf{b}^{H} \geq 0, \mathbf{b} \in$ $\mathcal{E}_{N}(\overline{\mathbf{b}}, \mathbf{F})$, where $\mathbf{b}=\mathbf{D}^{H} \mathbf{a}$ and $\mathcal{E}_{N}(\overline{\mathbf{b}}, \mathbf{F})$ is a reduced-dimension ellipsoid, yielding [2], [70]

$$
\begin{equation*}
\min _{\mathbf{b}} \mathbf{b}^{H} \mathbf{R}_{\mathbf{y}}^{-1} \mathbf{b} \quad \text { s.t. } \quad \mathbf{b} \in \mathcal{E}_{N}(\overline{\mathbf{b}}, \mathbf{F}) \tag{12}
\end{equation*}
$$

The following propagation theorem is used to remove components from the full-dimension ellipsoid, $\mathcal{E}_{M}(\overline{\mathbf{a}}, \mathbf{E})$, that belong to $\mathcal{N}\left(\mathbf{D}^{H}\right)$, to produce a reduced-dimension ellipsoid.

Theorem 1: [2], [70] The propagation of the full-dimension ellipsoid $\mathcal{E}_{M}(\overline{\mathbf{a}}, \mathbf{E})$ (4), where $\mathbf{E} \geq 0 \in$ $\mathbb{C}^{M \times M}$, through the mapping defined by $\mathbf{D}^{H} \mathbf{a}-\mathbf{I}_{N} \mathbf{b}=\mathbf{0}$, where $\mathbf{D} \in \mathbb{C}^{M \times N}$ has full column rank, yields the ellipsoid $\mathcal{E}_{N}(\overline{\mathbf{b}}, \mathbf{F})$ [see ellipsoid definition in (4)] with

$$
\begin{align*}
\overline{\mathbf{b}} & =\mathbf{D}^{H} \overline{\mathbf{a}}  \tag{13}\\
\mathbf{F} & =\mathbf{D}^{\dagger}\left(\mathbf{E}-\mathbf{E N}_{\mathbf{D}}^{l}\left[\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E} \mathbf{N}_{\mathbf{D}}^{l}\right]^{\dagger}\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E}\right)\left(\mathbf{D}^{\dagger}\right)^{H} \tag{14}
\end{align*}
$$

When the full-dimension set is a sphere, so that in (4) $\mathbf{E}=\epsilon^{-1} \mathbf{I}$, the simpler expression $\mathbf{F}=\epsilon^{-1}\left(\mathbf{D}^{H} \mathbf{D}\right)^{-1}$ is obtained, which reduces to $\mathbf{F}=\epsilon^{-1} \mathbf{I}_{N}$ if $\mathbf{D}$ has orthogonal columns.

Given, $\mathcal{E}_{N}(\overline{\mathbf{b}}, \mathbf{F})$ and $\mathbf{R}_{\mathbf{y}}$, an estimate $\hat{\mathbf{b}}_{0}$ is found by solving (12) using standard RCB results [see Section II-B]. Given $\hat{\mathbf{b}}_{0}$, the RDRCB weight vector is formed as

$$
\begin{equation*}
\hat{\mathbf{w}}_{\mathrm{RDRCB}}=\frac{\mathbf{R}_{\mathbf{y}}^{-1} \hat{\mathbf{b}}_{0}}{\hat{\mathbf{b}}_{0}^{H} \mathbf{R}_{\mathbf{y}}^{-1} \hat{\mathbf{b}}_{0}} \tag{15}
\end{equation*}
$$

which operates on the reduced-dimension data. The weights $\hat{\mathbf{w}}_{\text {RDRCB,ES }}=\mathbf{D} \hat{\mathbf{w}}_{\text {RDRCB }}$ operate on the original full-dimension data. An estimate of $\mathbf{a}_{0}$ is formed as $\hat{\mathbf{a}}_{0}=\left(\mathbf{D}^{H}\right)^{\dagger} \hat{\mathbf{b}}_{0}=\mathbf{D}\left(\mathbf{D}^{H} \mathbf{D}\right)^{-1} \hat{\mathbf{b}}_{0}$, illustrating that $\hat{\mathbf{a}}_{0} \in \mathcal{R}(\mathbf{D})$. Given $\hat{\mathbf{a}}_{0}$, the RDRCB SOI power estimate is formed as

$$
\begin{equation*}
\hat{\sigma}_{0, \mathrm{RDRCB}}^{2}=\frac{\left(\left\|\hat{\mathbf{a}}_{0}\right\|_{2}^{2} / M\right)}{\hat{\mathbf{b}}_{0}^{H} \mathbf{R}_{\mathbf{y}}^{-1} \hat{\mathbf{b}}_{0}}=\frac{\hat{\mathbf{b}}_{0}^{H}\left(\mathbf{D}^{H} \mathbf{D}\right)^{-1} \hat{\mathbf{b}}_{0}}{M \hat{\mathbf{b}}_{0}^{H} \mathbf{R}_{\mathbf{y}}^{-1} \hat{\mathbf{b}}_{0}} \tag{16}
\end{equation*}
$$

## B. Extension for Data-Dependent Dimensionality Reduction

Here, we provide new results, useful for exploiting data-dependent dimensionality reduction. Examining (14), we observe that, in general, $\mathbf{D}^{\dagger}, \mathbf{N}_{\mathbf{D}}^{l}$ and $\left[\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E N} \mathbf{N}_{\mathbf{D}}^{l}\right]^{\dagger}$ need computing to obtain $\mathbf{F}$. The operations required to compute $\mathbf{N}_{\mathbf{D}}^{l}$ and $\left[\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E} \mathbf{N}_{\mathbf{D}}^{l}\right]^{\dagger}$ are $\mathcal{O}\left([M-N]^{3}\right)$ complexity. Moreover, when $N \ll M$, which is of interest to us here, the complexity $\mathcal{O}\left([M-N]^{3}\right) \approx \mathcal{O}\left(M^{3}\right)$. For dataindependent dimensionality reduction that uses fixed $\mathbf{D}$, which was the only type of dimensionality reduction considered in [2], [70], these terms can be computed off-line, so that their computation does not affect the online implementation of the RDRCB. However, when exploiting data-dependent dimensionality reduction, such as the Krylov-subspace methods considered in this paper, these terms need computing online every time $\mathbf{D}$ is updated and therefore, the $\mathcal{O}\left([M-N]^{3}\right) \approx \mathcal{O}\left(M^{3}\right)$ complexity needed to compute $\mathbf{F}$ using (14) is prohibitive.

To address this problem, here, we note that if the original full-dimension ellipsoid is non-degenerate, such that $\mathbf{E}>0$, we can beneficially re-write the expression for $\mathbf{F}$ in (14). Firstly, we remark that the assumption of non-degenerate ellipsoids, which only excludes flat ellipsoids, is not prohibitive in practice, since some flexibility in all dimensions is actually beneficial for robustness to, typically present, arbitrary ASV errors [74]. For $\mathbf{E}>0$, we can write $\left[\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E} \mathbf{N}_{\mathbf{D}}^{l}\right]^{\dagger}=\left[\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E} \mathbf{N}_{\mathbf{D}}^{l}\right]^{-1}$, which we insert into (14) to give

$$
\begin{align*}
\mathbf{F} & =\mathbf{D}^{\dagger}\left(\mathbf{E}-\mathbf{E N}_{\mathbf{D}}^{l}\left[\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E N}_{\mathbf{D}}^{l}\right]^{-1}\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E}\right)\left(\mathbf{D}^{\dagger}\right)^{H} \\
& =\mathbf{D}^{\dagger} \mathbf{E}^{\frac{1}{2}} \boldsymbol{\Pi}_{\mathbf{E}^{\frac{1}{2}} \mathbf{N}_{\mathbf{D}}^{l}}^{\mathbf{E}^{\frac{1}{2}}\left(\mathbf{D}^{\dagger}\right)^{H}} \\
& =\mathbf{D}^{\dagger} \mathbf{E}^{\frac{1}{2}} \boldsymbol{\Pi}_{\mathbf{E}^{-\frac{1}{2}} \mathbf{D}} \mathbf{E}^{\frac{1}{2}}\left(\mathbf{D}^{\dagger}\right)^{H} \\
& =\mathbf{D}^{\dagger} \mathbf{D}\left[\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right]^{-1} \mathbf{D}^{H}\left(\mathbf{D}^{\dagger}\right)^{H} \\
& =\left[\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right]^{-1}, \tag{17}
\end{align*}
$$

with $\boldsymbol{\Pi}_{\mathbf{E}^{\frac{1}{2}} \mathbf{N}_{\mathbf{D}}^{l}}^{\perp}=\mathbf{I}-\mathbf{E}^{\frac{1}{2}} \mathbf{N}_{\mathbf{D}}^{l}\left[\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E} \mathbf{N}_{\mathbf{D}}^{l}\right]^{-1}\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E}^{\frac{1}{2}}$ and $\Pi_{\mathbf{E}^{-\frac{1}{2} \mathbf{D}}}=\mathbf{E}^{-\frac{1}{2}} \mathbf{D}\left[\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right]^{-1} \mathbf{D}^{H} \mathbf{E}^{-\frac{1}{2}}$. To obtain the third equality in (17), we note that $\Pi_{\mathbf{E}^{\frac{1}{2}} \mathbf{N}_{\mathbf{D}}^{l}}^{\perp}$ projects onto $\mathcal{N}\left(\left[\mathbf{E}^{\frac{1}{2}} \mathbf{N}_{\mathbf{D}}^{l}\right]^{H}\right)$ and that the columns of $\mathbf{E}^{-\frac{1}{2}} \mathbf{D}$ form a basis for $\mathcal{N}\left(\left[\mathbf{E}^{\frac{1}{2}} \mathbf{N}_{\mathbf{D}}^{l}\right]^{H}\right)$, that is $\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{E}^{\frac{1}{2}} \mathbf{E}^{-\frac{1}{2}} \mathbf{D}=\left(\mathbf{N}_{\mathbf{D}}^{l}\right)^{H} \mathbf{D}=\mathbf{0}$, such that $\Pi_{\mathbf{E}^{-\frac{1}{2}} \mathbf{D}} \equiv \Pi_{\mathbf{E}^{\frac{1}{2}} \mathbf{N}_{\mathbf{D}}^{l}}^{\perp}$. Since $\mathbf{E}^{-1}$ can be computed off-line, the online computation of $\mathbf{F}$ reduces to the $\mathcal{O}(N M[M+N])$ complexity needed to multiply the factors in $\mathbf{F}^{-1}=\left[\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right]$ and then the complexity required to compute the $N \times N$ inverse. However, for a general non-degenerate ellipsoid, the factors $\mathbf{F}^{\frac{1}{2}}, \mathbf{F}^{\frac{H}{2}}$ and $\mathbf{F}^{-\frac{1}{2}}$ need computing [see Section II-B], which can all be obtained from the EVD of $\mathbf{F}^{-1}=\left[\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right]$, so that the $N \times N$ inverse never needs computing. Thus, for large $M$ compared
to $N$, the contribution here is reducing the approximately $O\left(M^{3}\right)$ online complexity that would be required using (14) to approximately $\mathcal{O}\left(N M^{2}\right)$. As the EVD of $\breve{\mathbf{R}}_{\mathbf{y}}=\mathbf{F}^{\frac{1}{2}} \mathbf{R}_{\mathbf{y}} \mathbf{F}^{\frac{H}{2}}$ is also needed, two $N$-dimensional EVDs will be required for general non-degenerate ellipsoidal uncertainty sets. As noted earlier, when the full-dimension set is a sphere and $\mathbf{D}$ is orthogonal, $\mathbf{F}=\epsilon^{-1} \mathbf{I}_{N}$, so that only one EVD is required,

The summary steps for data-dependent reduced-dimension robust Capon beamforming, where it is assumed that $\mathbf{E}^{-1}$ has been pre-computed off-line, are

1) Evaluate the dimension reducing transform (DRT) $\mathbf{D}$ (using, e.g., one of the methods described in Section II-C).
2) Calculate $\mathbf{R}_{\mathbf{y}}=\mathbf{D}^{H} \mathbf{R}_{\mathbf{x}} \mathbf{D}$ and $\overline{\mathbf{b}}=\mathbf{D}^{H} \overline{\mathbf{a}}$.
3) For a spherical set and orthogonal $\mathbf{D}$, skip to step 5 .

For a spherical set and non-orthogonal $\mathbf{D}$, compute the EVD of $\epsilon\left[\mathbf{D}^{H} \mathbf{D}\right]=\mathbf{V} \boldsymbol{\Gamma} \mathbf{V}^{H}$.
For a non-degenerate set, compute the EVD of $\left[\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right]=\mathbf{V} \boldsymbol{\Gamma} \mathbf{V}^{H}$.
4) Form $\mathbf{F}^{\frac{1}{2}}=\boldsymbol{\Gamma}^{-\frac{1}{2}} \mathbf{V}^{H}, \mathbf{F}^{\frac{H}{2}}=\mathbf{V} \boldsymbol{\Gamma}^{-\frac{1}{2}}$ and $\mathbf{F}^{-\frac{1}{2}}=\mathbf{V} \boldsymbol{\Gamma}^{\frac{1}{2}}$. Then, compute $\breve{\mathbf{R}}_{\mathbf{y}}=\mathbf{F}^{\frac{1}{2}} \mathbf{R}_{\mathbf{y}} \mathbf{F}^{\frac{H}{2}}$ and $\breve{\breve{\mathrm{b}}}=\mathbf{F}^{\frac{1}{2}} \overline{\mathbf{b}}$.
5) Solve $\min _{\breve{\mathbf{b}}} \breve{\mathbf{b}}^{H} \breve{\mathbf{R}}_{\mathbf{y}}^{-1} \breve{\mathbf{b}}$ s.t. $\|\breve{\mathbf{b}}-\breve{\mathbf{b}}\|_{2}^{2} \leq 1$ to obtain $\stackrel{\breve{\mathbf{b}} \text {. For the case of a spherical set with squared }}{ }$ radius $\epsilon$ and an orthogonal $\mathbf{D}$, we set $\breve{\mathbf{R}}_{\mathbf{y}}=\epsilon^{-1} \mathbf{R}_{\mathbf{y}}$ and $\breve{\overline{\mathrm{b}}}=\epsilon^{-\frac{1}{2}} \overline{\mathbf{b}}$.
6) Given $\hat{\check{\mathbf{b}}}$, we form $\hat{\mathbf{b}}_{0}=\mathbf{F}^{-\frac{1}{2}} \hat{\breve{\mathbf{b}}}$ and form the weights using (15) and the power using (16). We remark that $\hat{\breve{\mathbf{W}}}_{\text {RDRCB }}=\frac{\breve{\mathbf{R}}_{\mathbf{y}}^{-1} \hat{\mathbf{b}}}{\stackrel{\mathbf{b}}{ } \breve{\mathbf{R}}_{y}^{-1}{ }_{\mathbf{\breve { b }}}}=\mathbf{F}^{-\frac{H}{2}} \hat{\mathbf{w}}_{\text {RDRCB }}$.
Note that, for spherical uncertainty sets, as $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}=\epsilon \mathbf{V} \boldsymbol{\Gamma}^{-1} \mathbf{V}^{H}$, we can write the numerator of the power term (16) efficiently as $\hat{\mathbf{b}}_{0}^{H}\left(\mathbf{D}^{H} \mathbf{D}\right)^{-1} \hat{\mathbf{b}}_{0}=\epsilon\|\hat{\mathbf{b}}\|_{2}^{2}$.

## IV. Krylov-Subspace Reduced-Dimension Robust Capon Beamforming

Here, we describe how to form four different Krylov-RDRCBs. We use the framework described in Section III, which is general and can be used with any form of dimensionality reduction. KrylovRDRCBs can be formed by using a Krylov dimensionality reduction transform D, obtained using one of the Krylov-subspace expansion techniques described in Section II-C, with steps 1-6 in Section III-B.

When the NO-PoR transform (8) is used, we term the resulting algorithm the NO-PoR-RDRCB. Since the columns of the NO-PoR transform are not orthogonal, following the discussion in Section III-B, computing the NO-PoR-RDRCB weights requires two $N$-dimensional EVDs, even for spherical fulldimension sets.

When the O-PoR transform, described in Section II-C2, is used, we term the resulting algorithm the O-PoR-RDRCB. Since the O-PoR transform has orthogonal columns, only one EVD is required to compute the O-PoR-RDRCB for spherical uncertainty sets. For non-degenerate uncertainty sets, two EVDs are required.

When the dimension reducing transform is formed from the conjugate-gradient direction vectors, we term the resulting algorithm the CG-RDRCB. Since the direction vectors are not orthogonal, following the discussion in Section III-B, we would expect that two EVDs would be needed to compute the CG RDRCB. However, below in Section IV-A, we illustrate how a fast CG-RDRCB can be obtained by exploiting that the direction vectors diagonalize the sample covariance matrix.

When the dimension reducing transform is formed from the conjugate gradient residuals, we term the resulting algorithm the O-CG-RDRCB, which requires a single EVD under spherical uncertainty and two under non-degenerate uncertainty.

## A. Fast Conjugate Gradient-Based RDRCB

Here, we illustrate how only one $N$-dimensional EVD is required to obtain the CG-RDRCB under either spherical or non-degenerate uncertainty. The key is noting that when $\mathbf{D}$ is formed using the $\mathbf{C G}$ algorithm,

$$
\begin{equation*}
\hat{\mathbf{R}}_{\mathbf{y}}=\mathbf{D}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{D}=\boldsymbol{\Lambda}_{\mathrm{CG}} \tag{18}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{\mathrm{CG}}$ is a diagonal matrix given by

$$
\boldsymbol{\Lambda}_{\mathrm{CG}}=\operatorname{diag}\left\{\left[\begin{array}{lll}
\mathbf{d}_{1}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{1} & \ldots & \mathbf{d}_{N}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{N} \tag{19}
\end{array}\right]\right\}
$$

We remark that $\mathbf{d}_{i}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}$ has already been calculated for $i=1, \ldots, N-1$ when calculating $\alpha_{i}$ in (10). Therefore, evaluation of (18) reduces to the $\mathcal{O}(M[M+1])$ operations needed to compute $\mathbf{d}_{N}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{N}$.

In general, we will be solving

$$
\begin{equation*}
\min _{\mathbf{b}} \mathbf{b}^{H} \mathbf{R}_{\mathbf{y}}^{-1} \mathbf{b} \text { s.t. }[\mathbf{b}-\overline{\mathbf{b}}]^{H} \mathbf{F}[\mathbf{b}-\overline{\mathbf{b}}] \leq 1 . \tag{20}
\end{equation*}
$$

Usually, at this stage, one would transform with $\mathbf{F}^{\frac{1}{2}}$ to give a spherical uncertainty set. However, from (18), we observe that $\mathbf{R}_{\mathbf{y}}^{-1}=\Lambda_{\mathrm{CG}}^{-1}$, so that (20) can be written as

$$
\begin{equation*}
\min _{\mathbf{b}} \mathbf{b}^{H} \boldsymbol{\Lambda}_{\mathrm{CG}}^{-1} \mathbf{b} \text { s.t. }[\mathbf{b}-\overline{\mathbf{b}}]^{H} \mathbf{F}[\mathbf{b}-\overline{\mathbf{b}}] \leq 1 . \tag{21}
\end{equation*}
$$

Letting $\check{\mathbf{b}}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \mathbf{b}, \check{\overline{\mathbf{b}}}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \overline{\mathbf{b}}$ and $\mathbf{M}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D} \boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{H}{2}}$, we can rewrite (21) as

$$
\begin{equation*}
\min _{\check{\mathbf{b}}} \check{\mathbf{b}}^{H} \check{\mathbf{b}} \text { s.t. }[\check{\mathbf{b}}-\check{\overline{\mathbf{b}}}]^{H} \mathbf{M}^{-1}[\check{\mathbf{b}}-\check{\overline{\mathbf{b}}}] \leq 1 \tag{22}
\end{equation*}
$$

The associated Lagrangian is formed as

$$
\begin{equation*}
L(\check{\mathbf{b}}, \mu)=\check{\mathbf{b}}^{H} \check{\mathbf{b}}+\mu\left([\check{\mathbf{b}}-\check{\mathbf{b}}]^{H} \mathbf{M}^{-1}[\check{\mathbf{b}}-\check{\mathbf{b}}]-1\right), \tag{23}
\end{equation*}
$$

where $\mu$ is a real-valued Lagrange multiplier. Setting $\frac{\partial L\left(\mathbf{b}^{\mathbf{b}}, \mu\right)}{\partial \mathbf{b}^{H}}=\mathbf{0}$ yields

$$
\begin{align*}
\hat{\tilde{\mathbf{b}}} & =\mu\left(\mathbf{I}+\mu \mathbf{M}^{-1}\right)^{-1} \mathbf{M}^{-1} \check{\overline{\mathbf{b}}}=\left(\frac{\mathbf{M}}{\mu}+\mathbf{I}\right)^{-1} \check{\overline{\mathbf{b}}} \\
& =\check{\overline{\mathbf{b}}}-\left[\mu \mathbf{M}^{-1}+\mathbf{I}\right]^{-1} \check{\overline{\mathbf{b}}} . \tag{24}
\end{align*}
$$

Using (24) in the constraint equation yields

$$
\begin{align*}
h(\hat{\mathbf{b}}, \mu) & =[\hat{\check{\mathbf{b}}}-\check{\overline{\mathbf{b}}}]^{H} \mathbf{M}^{-1}[\tilde{\check{\mathbf{b}}}-\check{\overline{\mathbf{b}}}] \\
& =\check{\mathbf{b}}^{H}\left[\mu \mathbf{M}^{-1}+\mathbf{I}\right]^{-1} \mathbf{M}^{-1}\left[\mu \mathbf{M}^{-1}+\mathbf{I}\right]^{-1} \check{\mathbf{b}}^{H} . \tag{25}
\end{align*}
$$

Letting $\mathbf{M}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H}$ denote the EVD of $\mathbf{M}$, where $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\left[\begin{array}{lll}\lambda_{1} & \ldots & \lambda_{N}\end{array}\right]\right\}$ is a diagonal matrix containing the eigenvalues in non-increasing order on its main diagonal and $\mathbf{U}$ contains the associated eigenvectors, we can write (25) as

$$
\begin{align*}
h(\hat{\tilde{\mathbf{b}}}, \mu) & =\check{\overline{\mathbf{b}}}^{H} \mathbf{U}\left(\mu \boldsymbol{\Lambda}^{-1}+\mathbf{I}\right)^{-1} \boldsymbol{\Lambda}^{-1}\left(\mu \boldsymbol{\Lambda}^{-1}+\mathbf{I}\right)^{-1} \mathbf{U}^{H} \check{\overline{\mathbf{b}}} \\
& =\sum_{n=1}^{N} \frac{\lambda_{n}\left|c_{n}\right|^{2}}{\left(\mu+\lambda_{n}\right)^{2}}, \tag{26}
\end{align*}
$$

where $c_{n}$ is the $n$th element of $\mathbf{c}=\mathbf{U}^{H} \check{\overline{\mathbf{b}}}$. Since we can write $\mathbf{M}=\mathbf{M}^{\frac{1}{2}} \mathbf{M}^{\frac{H}{2}}$, where $\mathbf{M}^{\frac{1}{2}}=\mathbf{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \mathbf{D}^{H} \mathbf{E}^{-\frac{1}{2}}$, we know that $\mathbf{M}$ is non-negative definite [76], [77] and therefore, it has non-negative real eigenvalues. Thus, $h(\hat{\mathbf{b}}, \mu)$ is a monotonically decreasing function of $\mu>0$. A trivial solution is inevitable at $\mu=0$, which gives

$$
\begin{equation*}
h(\hat{\mathbf{b}}, 0)=\check{\overline{\mathbf{b}}}^{H} \mathbf{M}^{-1} \check{\overline{\mathbf{b}}}=\overline{\mathbf{b}}^{H}\left[\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right]^{-1} \overline{\mathbf{b}}=\overline{\mathbf{b}}^{H} \mathbf{F} \overline{\mathbf{b}} \tag{27}
\end{equation*}
$$

Thus, to avoid a trivial solution, we require that $\overline{\mathbf{b}}^{H} \mathbf{F} \overline{\mathbf{b}}>1$, which, if satisfied, means that the solution to $h(\hat{\mathbf{b}}, \mu)=1$ occurs at $\mu>0$. Further, as $\lim _{\mu \rightarrow \infty} h(\hat{\tilde{b}}, \mu)=0$, there is a unique solution $\mu>0$ to $h(\hat{\breve{\mathbf{b}}}, \mu)=1$ or equivalently to $\bar{h}(\hat{\tilde{\mathbf{b}}}, \mu)=h(\hat{\tilde{\mathbf{b}}}, \mu)-1=0$, which can be found, e.g., by Newton search. The Newton search iterates $\mu_{k+1}=\mu_{k}-\frac{\bar{h}\left(\hat{\mathbf{b}}, \mu_{k}\right)}{\bar{h}^{\prime}\left(\tilde{\mathbf{b}}, \mu_{k}\right)}$, where $h^{\prime}(\hat{\tilde{\mathbf{b}}}, \mu)=-2 \sum_{n=1}^{N} \frac{\lambda_{n}\left|c_{n}\right|^{2}}{\left(\mu+\lambda_{n}\right)^{3}}$, until $\bar{h}\left(\hat{\tilde{\mathbf{b}}}, \mu_{k+1}\right)$ is sufficiently close to zero. Each iteration of our Newton search requires $\mathcal{O}(6 N)$ operations. Once the EVD of $\mathbf{M}$ has been calculated, $\mathcal{O}\left(2 N[N+1]+\tilde{n}_{\text {iter }} 6 N\right)$ operations are required to solve for $\hat{\mathbf{b}} ; N^{2}$ to compute $\mathbf{c}, \tilde{n}_{i t e r} 6 N$ to compute the Lagrange multiplier and a further $N^{2}+2 N$ operations to compute $\hat{\check{\mathbf{b}}}=\check{\overline{\mathbf{b}}}-\mathbf{U}\left[\mu \boldsymbol{\Lambda}^{-1}+\mathbf{I}\right]^{-1} \mathbf{c}$. The solution to (21) is formed as $\hat{\mathbf{b}}_{0}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{\frac{1}{2}} \hat{\mathbf{b}}$. We can use $\hat{\mathbf{b}}_{0}$ and $\mathbf{R}_{\mathbf{y}}^{-1}=\Lambda_{\mathrm{CG}}^{-1}$ in (15) to form the adaptive weights and form the power estimate using (16).

The main steps for computing the CG-RDRCB weights are as follows

1) Evaluate the $\mathbf{C G}$ transform $\mathbf{D}$ via (10) and $\boldsymbol{\Lambda}_{\mathrm{CG}}$ using (19).
2) Form $\check{\overline{\mathbf{b}}}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \mathbf{D}^{H} \overline{\mathbf{a}}$ and $\mathbf{M}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D} \boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{H}{2}}$.
3) Calculate the EVD, $\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H}=\mathbf{M}$.
4) Form $\mathbf{c}=\mathbf{U}^{H} \check{\overline{\mathbf{b}}}$ and find $\mu>0$ from (26) via Newton search.
5) Form $\tilde{\mathrm{b}}=\check{\overline{\mathrm{b}}}-\mathbf{U}\left[\mu \boldsymbol{\Lambda}^{-1}+\mathbf{I}\right]^{-1} \mathbf{c}$.
6) Form $\hat{\mathbf{b}}_{0}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{\frac{1}{2}} \hat{\check{\mathbf{b}}}$ and $\mathbf{w}_{\mathrm{RDRCB}}=\frac{\boldsymbol{\Lambda}_{\mathrm{CG}}^{-1} \hat{\mathbf{b}}_{0}}{\hat{\mathbf{b}}_{0}^{H} \boldsymbol{\Lambda}_{\mathrm{CG}}^{-1} \hat{\mathbf{b}}_{0}}=\frac{\boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \hat{\mathbf{b}}}{\|\stackrel{\mathrm{~b}}{\prime}\|_{2}^{2}}$.

For spherical uncertainty sets, note that $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}=\epsilon \boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{H}{2}} \mathbf{M}^{-1} \boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}}=\epsilon \boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{H}{2}} \mathbf{U} \boldsymbol{\Lambda}^{-1} \mathbf{U}^{H} \boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}}$, so that the numerator in (16) can be efficiently computed using $\hat{\mathbf{b}}_{0}^{H}\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1} \hat{\mathbf{b}}_{0}=\epsilon\left\|\boldsymbol{\Lambda}^{-\frac{1}{2}} \mathbf{U}^{H} \hat{\mathbf{b}}\right\|_{2}^{2}=$ $\epsilon\left\|\boldsymbol{\Lambda}^{-\frac{1}{2}}\left[\mathbf{c}-\left[\mu \boldsymbol{\Lambda}^{-1}+\mathbf{I}\right]^{-1} \mathbf{c}\right]\right\|_{2}^{2}$ with only an additional $\mathcal{O}(3 N)$ computations. For a (general) nondegenerate ellipsoid, we will need to compute $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}$.

## V. Complexity Analysis

Here, we analyze the complexity of the proposed Krylov-RDRCBs for an assumed rank $N$. The operation counts summarized in Tables III and IV relate to Steps 1-6 in Section III-B for either the NO-PoR-RDRCB or the O-PoR-RDRCB under either spherical or non-degenerate uncertainty. In Step 5,

TABLE III
ONLINE OPERATION COUNTS FOR SPHERICAL POR-BASED RDRCBS.

|  | NO-PoR | O-PoR |
| :---: | :---: | :---: |
| Evaluate DRT | $\mathcal{O}(N M[M+1])$ | $\mathcal{O}(N M[M+1+N])$ |
| $\mathbf{R}_{\mathbf{y}}=\mathbf{D}^{H} \mathbf{R}_{\mathbf{x}} \mathbf{D}$ | $\mathcal{O}(N M[M+N])$ |  |
| $\overline{\mathbf{b}}=\mathbf{D}^{H} \overline{\mathbf{a}}$ | $\mathcal{O}\left(N_{M}\right)$ |  |
| $\left(\mathbf{D}^{H} \mathbf{D}\right)$ | $\mathcal{O}\left(M N^{2}\right)$ | 0 |
| $\mathbf{V} \boldsymbol{\Gamma} \mathbf{V}^{H}=\mathbf{D}^{H} \mathbf{D}$ | $\mathcal{O}\left(4 \frac{1}{3} N^{3}\right)$ | 0 |
| $\mathbf{F}^{\frac{1}{2}}=\boldsymbol{\Gamma}^{-\frac{1}{2}} \mathbf{V}^{H}$ | $\mathcal{O}\left(N^{2}\right)$ | 0 |
| $\stackrel{\breve{b}}{ }=\mathbf{F}^{\frac{1}{2}} \overline{\mathrm{~b}}$ | $\mathcal{O}\left(N^{2}\right)$ | 0 |
| $\breve{\mathbf{R}}_{\mathbf{y}}=\mathbf{F}^{\frac{1}{2}} \mathbf{R}_{\mathbf{y}} \mathbf{F}^{\frac{H}{2}}$ | $\mathcal{O}\left(2 N^{3}\right)$ | 0 |
| $\operatorname{EVD}\left(\breve{\mathbf{R}}_{\mathbf{y}}\right)$ | $\mathcal{O}\left(4 \frac{1}{3} N^{3}\right)$ |  |
| Solve for ${ }_{\text {b }}$ | $\mathcal{O}\left(2 N[N+1]+n_{\text {iter }} 6 N\right)$ |  |
| $\hat{\mathbf{b}}_{0}=\mathbf{F}^{-\frac{1}{2}} \stackrel{\check{\mathbf{b}}}{ }=\mathbf{V} \Gamma^{\frac{1}{2}} \stackrel{\check{\mathbf{b}}}{ }$ | $\mathcal{O}(N[N+1])$ | 0 |
| $\mathrm{w}_{\text {RDRCB }}$ | $\mathcal{O}(N[N+1])$ |  |
| Power | 0 |  |

we need to solve a reduced-dimension RCB optimization for $\stackrel{\check{\mathrm{b}} \text {. This can be solved using the standard }}{\text {. }}$ RCB techniques described in Section II-B so that once the EVD of $\breve{\mathbf{R}}_{\mathbf{y}}$ is calculated, $\hat{\stackrel{\mathrm{b}}{\mathrm{b}}}$ is found via Newton search in $\mathcal{O}\left(2 N[N+1]+n_{\text {iter }} 6 N\right)$ operations. The operation counts for the O-CG-RDRCB are the same as those for the O-PoR-RDRCB, except for the count evaluating the dimensionality reduction transform. The operations in Table V relate to Steps 1-6 in Section IV-A for the efficient implementation of the CG-RDRCB under either spherical or non-degenerate uncertainty. In Step 4, $\tilde{n}_{\text {iter }}$ iterations are needed to find the Lagrange multiplier. Empirically, we have observed that there is little difference between the values of $n_{i t e r}$ and $\tilde{n}_{i t e r}$ and in the following calculations set them both equal to 15 . When non-degenerate sets are exploited in the NO-PoR or CG RDRCBs, significant savings in complexity can be achieved if power-estimation scaling is not required, as then $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}$ does not need computing, which would require a further $\mathcal{O}\left(N^{2}[M+N]\right)$ operations. Fig. 1 shows the relative complexities of the different algorithms as $N$ is increased from 1 to $M$, for $M=320$, where for the NO-PoR and CG RDRCBs under non-degenerate (ND) uncertainty, we distinguish between applications that only require weight estimation and those that also need power estimation. The results show that the efficient CG-based algorithms are the least complex.

It is interesting to consider how the complexities of the proposed Krylov-RDRCBs compare to the nonrobust Krylov-subspace based reduced-dimension MVDRs (Krylov-RDMVDRs), which can be formed by using (15) with $\overline{\mathrm{b}}$ instead of $\hat{\mathbf{b}}_{0}$, and to the full-dimension RCB whose complexity is summarized in Table I. For the 320 element array examined in the numerical examples and when exploiting spherical full-dimension uncertainty sets, the CG-RDRCB with $\mathrm{N}=5$ is over 200 times less complex than using an RCB. In surveillance applications, such as passive sonar, often many hundreds of beams are formed to span the angular space in both azimuth and elevation. The complexity of the RCB is dominated by the $\mathcal{O}\left(4 \frac{1}{3} M^{3}\right)$ operations needed to compute the EVD of $\breve{\mathbf{R}}_{\mathrm{x}}$ [see Section II-B]. For spherical uncertainty, $\breve{\mathbf{R}}_{\mathrm{x}}=\epsilon^{-1} \mathbf{R}_{\mathrm{x}}$, so that the EVD of $\mathbf{R}_{\mathbf{x}}$ can be exploited for multiple beams. In this case, for our 320 element array example, when around 200 beams are evaluated, the complexity of our CG-RDRCB will be similar to that of a full-dimension RCB under spherical uncertainty. However, our approach is still advantageous as, once $\hat{\mathbf{R}}_{\mathrm{x}}$ has been formed, the remaining operations needed for any of the proposed Krylov-RDRCBs can be performed separately for each beam, e.g., on separate processing units, yielding a highly parallelizable implementation, whereas the $M$-dimensional EVD needed by the full-dimension RCB cannot be easily parallelized. For RCBs under general non-degenerate uncertainty or when using spherical sets with extra linear constraints as in [19], a separate EVD has to be performed for every beam and therefore, the complexity savings of our methods are even greater. Compared to the CG-MVDR,


Fig. 1. Relative Krylov-RDRCB complexities. The NO-PoR-ND-weights and O-CG-ND curves are heavily overlapped, as are the O-CG-Spherical and CG-ND-weights curves.
which requires $\mathcal{O}(N M[M+6])$ operations ${ }^{3}$, the CG RDRCBs exploiting spherical or non-degenerate
${ }^{3}$ In the CG-MVDR, $\mathcal{O}(N M)$ operations are needed to compute the weights in addition to the $\mathcal{O}(N M[M+5])$ operations needed for subspace expansion.

TABLE IV
OnLINE OPERATION COUNTS FOR NON-DEGENERATE POR-BASED RDRCBS.

|  | NO-PoR | O-PoR |
| :---: | :---: | :---: |
| Evaluate DRT | $\mathcal{O}(N M[M+1])$ | $\mathcal{O}(N M[M+1+N])$ |
| $\mathbf{R}_{\mathbf{y}}=\mathbf{D}^{H} \mathbf{R}_{\mathbf{x}} \mathbf{D}$ | $\mathcal{O}(N M[M+N])$ |  |
| $\overline{\mathrm{b}}=\mathbf{D}^{H} \overline{\mathbf{a}}$ | $\mathcal{O}($ NM) |  |
| $\left(\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}\right)$ | $\mathcal{O}(N M[M+N])$ |  |
| $\mathbf{V} \boldsymbol{\Gamma} \mathbf{V}^{H}=\mathbf{D}^{H} \mathbf{E}^{-1} \mathbf{D}$ | $\mathcal{O}\left(4 \frac{1}{3} N^{3}\right)$ |  |
| $\mathbf{F}^{\frac{1}{2}}=\boldsymbol{\Gamma}^{-\frac{1}{2}} \mathbf{V}^{H}$ | $\mathcal{O}\left(N^{2}\right)$ |  |
| $\breve{\bar{b}}=\mathbf{F}^{\frac{1}{2}} \overline{\mathbf{b}}$ | $\mathcal{O}\left(N^{2}\right)$ |  |
| $\breve{\mathbf{R}}_{\mathbf{y}}=\mathbf{F}^{\frac{1}{2}} \mathbf{R}_{\mathbf{y}} \mathbf{F}^{\frac{H}{2}}$ | $\mathcal{O}\left(2 N^{3}\right)$ |  |
| $\operatorname{EVD}\left(\breve{\mathbf{R}}_{\mathbf{y}}\right)$ | $\mathcal{O}\left(4 \frac{1}{3} N^{3}\right)$ |  |
| Solve for b | $\mathcal{O}\left(2 N[N+1]+n_{\text {iter }} 6 N\right)$ |  |
| $\hat{\mathbf{b}}_{0}=\mathbf{F}^{-\frac{1}{2}} \check{\mathbf{b}}=\mathbf{V} \Gamma^{\frac{1}{2}} \check{\mathrm{~b}}$ | $\mathcal{O}(N[N+1])$ |  |
| $\mathrm{w}_{\text {RDRCB }}$ | $\mathcal{O}(N[N+1])$ |  |
| Power $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}$ | $\mathcal{O}\left(N^{2}[M+N]\right)$ | 0 |



Fig. 2. Relative RDRCB complexities when exploiting the rank-selection rule in (28), unless appended with "Yukawa", "Condition" or "Orthog", which use rules (31), (32) and (33), respectively. The curves for O-PoR-Spherical and CG-ND-Power are heavily overlapped, as are the curves for O-CG-Spherical and CG-ND-weights.
uncertainty sets are only 1.2 or 2.2 times more complex, respectively, which is a small price to pay for the additional benefits arising from robustness to ASV errors.

TABLE V
ONLINE OPERATION COUNTS FOR CG-BASED RDRCBS.

|  | Spherical | Non-Degenerate |
| :--- | :---: | :---: |
| Evaluate DRT | $\mathcal{O}(N M[M+5])$ |  |
| $\mathbf{R}_{\mathbf{y}}=\boldsymbol{\Lambda}_{\mathrm{CG}}$ | $\mathcal{O}(M[M+1])$ |  |
| $\overline{\mathbf{b}}=\mathbf{D}^{H} \overline{\mathbf{a}}$ | $\mathcal{O}(N M)$ |  |
| $\overline{\mathrm{b}}=\boldsymbol{\Lambda}_{\mathrm{CG}}^{-\frac{1}{2}} \overline{\mathbf{b}}$ | $\mathcal{O}(N)$ |  |
| Form $\mathbf{M}$ | $\mathcal{O}\left(N^{2}[M+2]\right)$ | $\mathcal{O}\left(N\left[M^{2}+N M+2 N\right]\right)$ |
| EVD(M) | $\mathcal{O}\left(4 \frac{1}{3} N^{3}\right)$ |  |
| Solve for $\hat{\mathbf{b}}$ | $\mathcal{O}\left(2 N[N+1]+\tilde{n}_{\text {iter }} 6 N\right)$ |  |
| $\hat{\mathbf{b}}_{0}=\Lambda_{\mathrm{CG}}^{\frac{1}{2}} \check{\mathbf{b}}$ | $\mathcal{O}(N)$ |  |
| $\mathbf{w}_{\text {RDRCB }}$ | $\mathcal{O}(2 N)$ |  |
| Power | $\mathcal{O}(3 N)$ | $\mathcal{O}\left(N^{2}[M+N]\right)$ for $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}$ |

## VI. Rank Selection

Selecting the rank $N$ is important for computational complexity and performance. Here, we examine the efficient implementation of two existing stopping criteria for selecting $N$ and also propose two new rules for the CG-RDRCB. In [52], it was noted that the basis vectors in the NO-PoR transform (8) can become nearly linearly dependent (at least numerically) for quite small values of $N$. It was also noted that if a new potential basis vector belongs to the subspace spanned by the current transform, $\mathbf{D}$, i.e., if $\mathbf{g}_{N}=\hat{\mathbf{R}}_{\mathbf{x}}^{N} \overline{\mathbf{a}} \in \mathcal{R}(\mathbf{D})$, then $\mathbf{g}_{n} \in \mathcal{R}(\mathbf{D})$ for all $n \geq N$. Thus, the following stopping rule was suggested [52]

$$
\begin{equation*}
N=\max \left\{n: \frac{\left\|\boldsymbol{\Pi}_{\mathbf{D}_{n-1}}^{\perp} \hat{\mathbf{R}}_{\mathbf{x}}^{n} \overline{\mathbf{a}}\right\|_{2}}{\left\|\hat{\mathbf{R}}_{\mathbf{x}}^{n} \overline{\mathbf{a}}\right\|_{2}}>\delta\right\} \tag{28}
\end{equation*}
$$

where the ratio represents, for a new potential Krylov basis vector, the fraction of its energy not contained in the current Krylov subspace and where $\delta$ is a small positive constant which imposes a minimum bound on this energy. We now consider how to implement the rule efficiently with each of the Krylov-subspace expansion techniques described in Section II-C. Calculating $\mathbf{g}_{n}=\hat{\mathbf{R}}_{\mathrm{x}}^{n} \overline{\mathbf{a}}$ requires $\mathcal{O}\left(M^{2}\right)$ operations and $\left\|\mathbf{g}_{n}\right\|_{2}$ requires $\mathcal{O}(M)$ operations. Noting that the square of the numerator in (28) can be written as $\left\|\mathbf{g}_{n}\right\|_{2}^{2}-\mathbf{g}_{n}^{H} \boldsymbol{\Pi}_{\mathbf{D}_{n-1}} \mathbf{g}_{n}$, we need to calculate $\mathbf{g}_{n}^{H} \boldsymbol{\Pi}_{\mathbf{D}_{n-1}} \mathbf{g}_{n}$. Defining $\tilde{\mathbf{g}}_{n}=\mathbf{D}_{n-1}^{H} \mathbf{g}_{n}$, which costs $\mathcal{O}([n-1] M)$ operations to calculate, we can write $\mathbf{g}_{n}^{H} \mathbf{\Pi}_{\mathbf{D}_{n-1}} \mathbf{g}_{n}=\tilde{\mathbf{g}}_{n}^{H}\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1} \tilde{\mathbf{g}}_{n}$. Since $\mathbf{D}_{n} \triangleq$ $\left[\begin{array}{ll}\mathbf{D}_{n-1} & \mathbf{d}_{n}\end{array}\right]$, we can write $\left[\mathbf{D}_{n}^{H} \mathbf{D}_{n}\right]^{-1}$ efficiently in terms of $\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1}$ by using the block matrix inversion lemma (see, e.g., [78]). Letting $\tilde{\mathbf{d}}_{n}=\mathbf{D}_{n-1}^{H} \mathbf{d}_{n}$, which requires $\mathcal{O}([n-1] M)$ operations and $\check{\tilde{\mathbf{d}}}_{n}=\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1} \tilde{\mathbf{d}}_{n}$, which requires $\mathcal{O}\left([n-1]^{2}\right)$ operations, we can write

$$
\left[\mathbf{D}_{n}^{H} \mathbf{D}_{n}\right]^{-1}=\left[\begin{array}{cc}
{\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1}+\frac{\breve{\mathbf{d}}_{n}}{\nu} \breve{\mathbf{d}}_{n}^{H}}  \tag{29}\\
-\frac{\breve{\mathbf{d}}_{n}^{H}}{\nu} & -\frac{\breve{\mathbf{d}}_{n}}{\nu} \\
\frac{1}{\nu}
\end{array}\right]
$$

where $\nu=\left\|\mathbf{d}_{n}\right\|_{2}^{2}-\tilde{\mathbf{d}}_{n}^{H} \stackrel{\widetilde{\mathbf{d}}}{n}$, which requires $\mathcal{O}(M+n-1)$ operations. Forming the upper left block of the matrix on the r.h.s of (29) requires an additional $\mathcal{O}\left([n-1]^{2}\right)$ operations. Thus, in general, updating $\left[\mathbf{D}_{n}^{H} \mathbf{D}_{n}\right]^{-1}$ requires $\mathcal{O}\left(n M+2 n^{2}-4 n\right)$ operations, so that updating $\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1}$ requires $\mathcal{O}([n-$ $\left.1] M+2 n^{2}-8 n\right)$ operations at the $n$th iteration. For the NO-PoR method, $\mathbf{g}_{n}=\hat{\mathbf{R}}_{\mathbf{x}}^{n} \overline{\mathbf{a}}$ and $\left\|\mathbf{g}_{n}\right\|_{2}^{2}$ are available at each iteration and, as $\left[\mathbf{D}_{N}^{H} \mathbf{D}_{N}\right]^{-1}$ is computed in the implementation of the stopping rule, no additional operations are needed for power estimation.

For the O-PoR and O-CG methods, the columns of $\mathbf{D}_{n}$ are orthonormal so that the inverse $\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1}$ does not need calculating. For the CG method, we note that the residuals $\left\{\mathbf{r}_{i}\right\}_{i=1}^{n-1}$, which are orthogonal to each other and are available at each iteration, span the same subspace as $\left\{\mathbf{d}_{i}\right\}_{i=1}^{n-1}$ and so, we can
write

$$
\begin{equation*}
\mathbf{g}_{n}^{H} \boldsymbol{\Pi}_{\mathbf{D}_{n-1}} \mathbf{g}_{n}=\overline{\mathbf{g}}_{n}^{H} \overline{\boldsymbol{\Lambda}}_{n-1}^{-1} \overline{\mathbf{g}}_{n}, \tag{30}
\end{equation*}
$$

where $\overline{\mathbf{g}}_{n}=\overline{\mathbf{R}}_{n-1}^{H} \mathbf{g}_{n}$, with $\overline{\mathbf{R}}_{n-1}=\left[\begin{array}{lll}\mathbf{r}_{1} & \ldots & \mathbf{r}_{n-1}\end{array}\right]$ and $\overline{\mathbf{\Lambda}}_{n-1}=\overline{\mathbf{R}}_{n-1}^{H} \overline{\mathbf{R}}_{n-1}=\operatorname{diag}\left\{\left[\begin{array}{llll}\left\|\mathbf{r}_{1}\right\|_{2}^{2} & \ldots & \left\|\mathbf{r}_{n-1}\right\|_{2}^{2}\end{array}\right]\right\}$
which is a diagonal matrix. For each of the methods, Table VI summarizes the additional operations required to calculate the function in (28) at the $n$th iteration, illustrating that for small $N$, NO-PoR requires the fewest additional operations. We remark that for both the CG and NO-PoR based RDRCBs under non-degenerate ellipsoidal uncertainty, extra operations are required to compute $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}$ in the power estimation step. If (28) is implemented using (29), then $\left[\mathbf{D}^{H} \mathbf{D}\right]^{-1}$ will have already been computed. Thus, for the CG-RDRCB, if only the weights are required, then we implement (28) via (30); however, if power estimation is also required, then we use (29). Fig. 2 illustrates the relative complexities when exploiting the stopping rule in (28), indicating that the CG-based algorithms are still the least complex, except for very low values of $N / M$.

In [71], the following criterion was proposed

$$
\begin{equation*}
N=\max \left\{n: \frac{\left\|\boldsymbol{\Pi}_{\hat{\mathbf{R}}_{\times} \mathbf{D}_{n-1}}^{\perp} \overline{\mathbf{a}}\right\|_{2}}{\|\overline{\mathbf{a}}\|_{2}}>\delta\right\}, \tag{3}
\end{equation*}
$$

where it is was found to possess more natural $N-\delta$ relations than (28), which enable a simpler selection of $\delta$. We refer the reader to [71] for more details on this aspect and where it is also shown that (28) and (31) can be derived from two necessary and sufficient conditions for the low-rank subspace to contain the optimal (MVDR-type) filter. Here, we need to calculate $\overline{\mathbf{a}}^{H} \boldsymbol{\Pi}_{\hat{\mathbf{R}}_{x} \mathbf{D}_{n-1}} \overline{\mathbf{a}}$. At each iteration, $\breve{\mathbf{D}}_{n-1} \triangleq \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{D}_{n-1}$ needs updating. We will already have all but the last column of this matrix from previous iterations, thus we need only calculate $\hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{n-1}$, which can be calculated at no extra cost in all of the algorithms. Note that $\overline{\mathbf{a}}^{H} \boldsymbol{\Pi}_{\hat{\mathbf{R}}_{x} \mathbf{D}_{n-1}} \overline{\mathbf{a}}=\overline{\mathbf{a}}^{H} \breve{\mathbf{D}}_{n-1}\left[\breve{\mathbf{D}}_{n-1}^{H} \breve{\mathbf{D}}_{n-1}\right]^{-1} \breve{\mathbf{D}}_{n-1}^{H} \overline{\mathbf{a}}$. In calculating $\breve{\mathbf{D}}_{n-1}^{H} \overline{\mathbf{a}}$, we only need to calculate $\breve{\mathbf{d}}_{n-1}^{H} \overline{\mathbf{a}}$, where $\breve{\mathbf{d}}_{n-1}$ denotes the $(n-1)$ th column of $\breve{\mathbf{D}}_{n-1}$, as the other parts have been calculated at previous iterations. We can use the same approach used above to update $\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1}$ efficiently to update $\left[\breve{\mathbf{D}}_{n-1}^{H} \breve{\mathbf{D}}_{n-1}\right]^{-1}$. Therefore, at the $n$th iteration, the cost of implementing the rule in (31) is $\mathcal{O}\left(n M+3 n^{2}-9 n\right)$. Thus, for small $N$, it is cheaper to use (31) rather than (28). When exploiting (31), there is no difference from the relative complexities plotted in Fig. 1.

The operation counts in Table VI shows that after $N$ iterations, more than $\mathcal{O}(N M[M+2])$ additional operations are needed to implement (28) with the CG (or O-PoR) subspace expansion method, which is a significant proportion of the overall complexity. Here, we propose two alternative rules, which can be implemented more efficiently with the CG-RDRCB. Firstly, we note that using (28) prevents
$\mathbf{R}_{\mathbf{y}}=\mathbf{D}^{H} \mathbf{R}_{\mathbf{x}} \mathbf{D}$ from becoming poorly conditioned. Therefore, one approach is to threshold the condition number of $\mathbf{R}_{\mathbf{y}}$. When exploiting the CG direction vectors to form $\mathbf{D}$, the resulting $\mathbf{R}_{\mathbf{y}}=\boldsymbol{\Lambda}_{\mathrm{CG}}$ is diagonal so that its eigenvalues are exactly the non-zero entries in $\boldsymbol{\Lambda}_{\mathrm{CG}}$. Thus, we propose the following stopping rule

$$
\begin{equation*}
N=\max \left\{n: \frac{\max \left\{\boldsymbol{\lambda}_{n, \mathrm{CG}}\right\}}{\min \left\{\boldsymbol{\lambda}_{n, \mathrm{CG}}\right\}}<\delta_{\mathrm{CG}}\right\}, \tag{32}
\end{equation*}
$$

where $\boldsymbol{\lambda}_{n, \mathrm{CG}}$ contains the $n$ diagonal elements of $\boldsymbol{\Lambda}_{\mathrm{CG}}$ (18) and $\delta_{\mathrm{CG}}$ is an upper bound on the allowed condition number of $\mathbf{R}_{\mathbf{y}}$. Since we always calculate $\boldsymbol{\Lambda}_{\mathrm{CG}}$ in the CG-RDRCB, there is negligible additional complexity in exploiting this rule.

We also propose an alternative rule that ensures that the $\hat{\mathbf{R}}_{\mathrm{x}}$-orthogonality of the direction vectors is maintained. In theory, each new CG direction vector should be $\hat{\mathbf{R}}_{\mathbf{x}}$-orthogonal to all previous direction vectors, i.e., $\mathbf{d}_{N}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}=0$ for $i=1, \ldots, N-1$, however, empirically, we have found that even for quite small values of $N$ this orthogonality can break down. Thus, we propose the following stopping rule

$$
\begin{equation*}
N=\max \left\{n: \frac{1}{n-1} \sum_{i=1}^{n-1} \mathbf{d}_{n}^{H} \hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}<\delta_{\text {orthog }}\right\} \tag{33}
\end{equation*}
$$

Since $\left\{\hat{\mathbf{R}}_{\mathbf{x}} \mathbf{d}_{i}\right\}_{i=1}^{n-1}$ are already available [see (10)], only $\mathcal{O}([n-1] M)$ additional operations are needed to implement the rule at the $n$th iteration, which is less than the rules in (28) and (31). Fig. 2 shows complexity plots when using all of the different rules with the CG-RDRCBs, at least under spherical uncertainty, indicating that (32) and (33) are the least complex. We remark that the curves exploiting the condition test rule (32) give an indication of the complexity when not using additional rank selection.

TABLE VI
ONLINE OPERATION COUNTS FOR COMPUTING RANK-SELECTION USING (28) AT THE $n$ TH ITERATION.

|  | NO-PoR | O-PoR $/$ <br> O-CG | CG |
| :--- | :---: | :---: | :---: |
| $\mathbf{g}_{n}$ | 0 | $\mathcal{O}\left(M^{2}\right)$ |  |
| $\left\\|\mathbf{g}_{n}\right\\|_{2}^{2}$ | 0 | $\mathcal{O}(M)$ |  |
| $\tilde{\mathbf{g}}_{n}$ or $\overline{\mathbf{g}}_{n}$ | $\mathcal{O}([n-1] M)$ |  |  |
| $\left[\begin{array}{c}{\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1}} \\ \text { or } \overline{\mathbf{\Lambda}}_{n-1}^{-1}\end{array}\right.$ | $\mathcal{O}\left([n-1] M+2 n^{2}-8 n\right)$ | 0 | $\mathcal{O}(M)$ |
| $\tilde{\mathbf{g}}_{n}^{H}\left[\mathbf{D}_{n-1}^{H} \mathbf{D}_{n-1}\right]^{-1}$ <br> or $\overline{\mathbf{g}}_{n}^{H} \overline{\mathbf{h}}_{n-1}^{-1} \overline{\mathbf{g}}_{n}$ | $\mathcal{O}\left(n^{2}-n\right)$ | $\mathcal{O}(n)$ |  |

## VII. Numerical Examples

Here, we examine numerical examples for a large $M=320$ element half wavelength spaced planar array, with $M_{h}=40$ elements in each row and $M_{v}=8$ rows. We focus on the performance in snapshot deficient scenarios, where $K \ll M$ snapshots are available. The simulated scenario is relevant in, e.g., passive sonar, where large multidimensional arrays are often employed to detect and localize sources (weak and strong) in an environment where there are noisy merchant ships and/or jammers, isotropic ambient noise and sensor noise (see, e.g., [2], [21], [29]). The data were simulated using the array covariance matrix $\mathbf{R}_{\mathbf{x}}=\sigma_{0}^{2} \mathbf{a}_{0} \mathbf{a}_{0}^{H}+\mathbf{Q}_{\mathbf{x}}$, where $\sigma_{0}^{2}$ and $\mathbf{a}_{0}$ denote the SOI power and the SOI ASV, respectively, and where $\mathbf{Q}_{\mathbf{x}}=\sum_{i=1}^{d} \sigma_{i}^{2} \mathbf{a}_{i} \mathbf{a}_{i}^{H}+\sigma_{s}^{2} \mathbf{I}+\sigma_{\text {iso }}^{2} \mathbf{Q}_{\text {iso }}$. Finite-data snapshots were produced by coloring independent zero-mean complex circularly symmetric normal random vectors, with covariance equal to the identity matrix, using $\mathbf{R}_{\mathbf{x}}^{\frac{1}{2}}$. The noise plus interference covariance $\mathbf{Q}_{\mathbf{x}}$ consists of terms due to $d$ zero-mean uncorrelated interfering sources, where for the $i$ th interferer $\sigma_{i}^{2}$ and $\mathbf{a}_{i}$ denote the source power and ASV, a term modeling sensor noise $\sigma_{s}^{2} \mathbf{I}$, with sensor noise power $\sigma_{s}^{2}$, and a term modeling an isotropic ambient noise $\sigma_{\mathrm{iso}}^{2} \mathbf{Q}_{\mathrm{iso}}$, with power $\sigma_{\mathrm{iso}}^{2}$. The isotropic noise covariance is given by $\left[\mathbf{Q}_{\mathrm{iso}}\right]_{m, n}=\operatorname{sinc}\left[\pi g_{m n}\right]$, where $g_{m n}$ is the distance between the $m$ th and $n$th sensors in units of wavelength. The $i$ th source (SOI or interference) ASV is simulated according to $\mathbf{a}_{i}=\mathbf{a}\left(\overline{\boldsymbol{\theta}}_{i}+\boldsymbol{\delta}_{i}\right)+\sigma_{e, i} \mathbf{e}_{i}$, where $\overline{\boldsymbol{\theta}}_{i}=\left[\bar{\theta}_{i}, \bar{\phi}_{i}\right]^{T}$ denotes the assumed AOA, comprising the assumed azimuth angle $\bar{\theta}_{i}$ and the assumed elevation angle $\bar{\phi}_{i}, \boldsymbol{\delta}_{i}=\left[\delta_{\theta_{i}}, \delta_{\phi_{i}}\right]^{T}$ denotes the AOA mismatch, comprising the mismatch in azimuth angle $\delta_{\theta_{i}}$ and the mismatch in elevation angle $\delta_{\phi_{i}}, \sigma_{e, i}$ denotes the length of the arbitrary error vector and $\mathbf{e}_{i}$ is a zero-mean complex circularly symmetric random vector with unit norm. When $\boldsymbol{\delta}_{i} \neq 0$ an AOA error exists and when $\sigma_{e, i} \neq 0$, an arbitrary ASV error exists. In our application of interest, we are interested in forming multiple beams to survey an angular region and assume that the beams are cosine-spaced at $1 / M_{h}$ and $1 / M_{v}$ intervals in azimuth and elevation, respectively. We assume that the SOI beam corresponds to the beam whose center is defined by $\bar{\theta}_{0}=89.86^{\circ}$ and $\bar{\phi}_{0}=94.78^{\circ}$. When simulating the AOA of the SOI , we assume that its azimuth angle lies anywhere in the interval $\left[\theta_{l}, \theta_{u}\right]$ with uniform probability, where $\theta_{l}\left(\theta_{u}\right)$ is the angle midway between the center of SOI azimuth beam and the center of the adjacent beam with lower (higher) azimuth angle, and that its elevation angle lies anywhere in the interval $\left[\phi_{l}, \phi_{u}\right]$ with uniform probability, where $\phi_{l}\left(\phi_{u}\right)$ is the angle midway between the center of SOI elevation beam and the center of the adjacent beam with lower (higher) elevation angle; $\delta_{0}$ is set accordingly. In the following, unless otherwise stated, $\sigma_{0}^{2}=10 \mathrm{~dB}, \sigma_{e, 0}=1, \sigma_{s}^{2}=0 \mathrm{~dB}$, $\sigma_{\text {iso }}^{2}=1 \mathrm{~dB}$ and $d=10$. Except for $\sigma_{5}^{2}=30 \mathrm{~dB}$ and $\sigma_{6}^{2}=30 \mathrm{~dB}$, the interference powers are set to

20 dB . The azimuth angles of the interferers are set to $\bar{\theta}_{1}=10^{\circ}, \bar{\theta}_{2}=20^{\circ}, \bar{\theta}_{3}=70^{\circ}, \bar{\theta}_{4}=85^{\circ}, \bar{\theta}_{5}=95^{\circ}$, $\bar{\theta}_{6}=100^{\circ}, \bar{\theta}_{7}=115^{\circ}, \bar{\theta}_{8}=130^{\circ}, \bar{\theta}_{9}=150^{\circ}$ and $\bar{\theta}_{10}=160^{\circ}$. Except for $\bar{\phi}_{1}=130^{\circ}, \bar{\phi}_{2}=112^{\circ}$ and $\bar{\phi}_{3}=75^{\circ}$, the elevation angles of the interferences are set to $94.78^{\circ}$. Furthermore, $\left\{\boldsymbol{\delta}_{i}=\mathbf{0}\right\}_{i=1}^{10}$ and $\left\{\sigma_{e, i}=1\right\}_{i=1}^{10}$.
We now discuss the full-dimension (or element-space) uncertainty sets that we have used in the (RD)RCBs. RCBs are most commonly used with spherical sets, of which the smallest possible spherical uncertainty set [13], [14] is a particularly tight set that offers good control of AOA uncertainty without sacrificing as much in interference rejection as other spherical set designs [74]. In [74], non-degenerate ellipsoids, each formed from a flat minimum volume ellipsoid (MVE) and a spherical error ellipsoid, were proposed for azimuth and elevation beamforming of multidimensional arrays. These sets, termed non-degenerate MVE (NDMVE) sets, allow for better control of azimuth and elevation uncertainty and can give better interference rejection than the associated (tight) spherical sets. Here, we exploit (tight) spherical sets and NDMVE sets, not to endorse one over the other, but to illustrate that our algorithms work with both spherical and more general non-degenerate sets. In the interest of brevity, we refer the reader to [74] for details on how to form these sets, which are designed for each azimuth and elevation pair, assuming the beams are spaced as described above. We remark that the (tight) spherical uncertainty set radius (squared) for the SOI beam was calculated as $\epsilon=120$. In designing the NDMVE sets, we set $1-\gamma=-80 \mathrm{~dB}$ in (28) in [74] and used a spherical error ellipsoid radius of $\check{\epsilon}=10$ in (34) in [74].

In the following, we examine the delay-and-sum (DAS), the MVDR, the RCB-NDMVE and the RCB-Spherical full-dimension beamformers; the following RDRCBs: NO-PoR-Spherical, NO-PoR-NDMVE, O-PoR-Spherical, O-PoR-NDMVE, O-CG-Spherical, O-CG-NDMVE, CG-Spherical and CG-NDMVE, where we append Spherical or NDMVE to denote that we are exploiting a tight spherical uncertainty set or a non-degenerate NDMVE uncertainty set; and the following standard, non-robust RDMVDRs: NO-PoR-MVDR, O-PoR-MVDR, O-CG-MVDR and CG-MVDR. The RDMVDR weights can be formed by using (15) with $\hat{\mathbf{b}}_{0}$ replaced with $\overline{\mathbf{b}}$. Unless otherwise stated, we use $K=80$ snapshots for weight estimation. When $K<M$, the inverse of $\hat{\mathbf{R}}_{\mathbf{x}}$ in (2) does not exist and therefore, we use a lowrank pseudo-inverse, which calculates the inverse based on the eigenpairs associated with the $K$ nonzero eigenvalues. We evaluate performance via the signal-to-interference-plus-noise ratio (SINR) metric, defined as $\operatorname{SINR}=\sigma_{0}^{2} \frac{\left|\mathbf{w}^{H} \mathbf{a}_{0}\right|^{2}}{\mathbf{w}^{H} \mathbf{Q}_{\mathbf{x}} \mathbf{w}}$. It is well known that the optimal SINR is given by $\operatorname{SINR}_{\text {opt }}=\sigma_{0}^{2} \mathbf{a}_{0}^{H} \mathbf{Q}_{\mathbf{x}}^{-1} \mathbf{a}_{0}$. In our Monte-Carlo simulations, $\mathbf{a}_{0}$ and $\mathbf{Q}_{\mathbf{x}}$ vary due to modeling the SOI and interferer ASV errors and therefore, we plot the optimal SINR as the mean of SINR $_{\text {opt }}$ over the Monte-Carlo simulations.

## A. SINR versus Rank

Here, we investigate how the performances of the reduced-dimension algorithms vary with the rank $N$. Fig. 3 (a) shows the SINR vs. $N$ for a strong 60 dB SOI, illustrating that up to rank-3, the different Krylovbased variants of the RDMVDR, the spherical RDRCB and the non-degenerate RDRCB give the same performance. The NO-PoR and O-CG/CG algorithm SINRs diverge after ranks 3 and 7, respectively. This divergence is due to numerical instability and is related to the condition number of $\mathbf{R}_{\mathbf{y}}$. Fig. 3 (c) shows the mean condition number of $\mathbf{R}_{\mathbf{y}}$ vs. $N$ for the strong 60 dB SOI case, illustrating that when this exceeds a certain threshold (around 160 dB ), the associated algorithm performance breaks down. Providing this threshold is not breached, the Krylov-RDRCBs are able to maintain near optimum performance. However, the Krylov-RDMVDRs deteriorate after rank-1 due to severe SOI cancellation. Fig. 3 (b) shows the SINR vs. $N$ for a weaker 20 dB SOI , for which the O-PoR, O-CG and CG variants give the same performances for all of the ranks tested. The NO-PoR variant starts diverging after rank-7, which, as shown by Fig. 3 (d) for the weaker 20 dB SOI, is caused by numerical instability, shown by the mean condition number of $\mathbf{R}_{\mathbf{y}}$ exceeding the 160 dB threshold. Thus, providing that the condition number of $\mathbf{R}_{\mathbf{y}}$ does not exceed a certain threshold, then for a fixed rank $N$, the performance of the non-degenerate KrylovRDRCBs are equal to each other, the performance of the spherical Krylov-RDRCBs are equal to each other and the performance of the Krylov-RDMVDRs are equal to each other. The results in Fig. 3 (a)-(d) show how the CG, O-CG and O-PoR subspace expansion methods are significantly more numerically stable than the NO-PoR method. They also show that the Krylov-RDMVDRs are highly sensitive to the rank and particularly to its over-determination, whereas, providing that numerical stability is maintained, the Krylov-RDRCBs are relatively insensitive to rank over-determination, which represents a significant advantage for the RDRCBs.

When using the stopping rules, we examine the SINR as a function of the maximum allowable rank. If the maximum allowable rank is set equal to $N$, the stopping rule may set the rank to any value less than or equal to $N$. As suggested in [52], we select $\delta=0.01$ in Honig's rule (28). Based on the results in [71] and noting our level of snapshot support, we have used $\delta=0.8$ with Yukawa's rule (31). Based on some empirical observations, we have selected $\delta_{\mathrm{CG}}=40 \mathrm{~dB}$ for the condition number based rule (32) and $\delta_{\text {orthog }}=1 \times 10^{-5}$ for the orthogonality testing based rule (33). Figs. 3 (e) and (f) show results with the CG-based algorithms for a 60 dB SOI and a 20 dB SOI, respectively. We note that when using Honig's rule (28) or Yukawa's rule (31) with these settings, the different Krylov-subspace variants give the same results, that is, all the Krylov-RDMVDRs give equal results, all the non-degenerate Krylov-RDRCBs
give the same results, and all the spherical Krylov-RDRCBs give the same results. The reason for this is that the stopping rules prevent any of the algorithms from becoming numerically unstable and as they all implement the same stopping rule, it means that each select the same rank and therefore, expand identical subspaces to give identical results. Therefore, we have only shown the results for the CG-based algorithms in Figs. 3 (e) and (f). Fig. 3 (e) shows that at high SNR, the stopping rules allow the CGRDRCBs to maintain near-optimal performance by preventing degradation due to numerical instability. Since the CG-MVDR performance deteriorates for any rank greater that 1 , only Yukawa's rule and the condition number based rule (32), which selected the rank as 1 , enabled the CG-MVDR to perform well. Fig. 3 (f) shows that, for the 20 dB SOI, there was little difference between using a stopping rule or not with the CG-RDRCBs. Only the CG-NDMVE benefited slightly from using Honig's rule. Yukawa's rule allowed the CG-MVDR to maintain a reasonable performance, though, this was not as good as that obtained by the CG-RDRCBs when using another rule or a fixed rank.

## B. SINR versus SOI Power

Here, we examine the SINR as a function of the SOI power, which is shown in Fig. 4 (a) for fixed rank $N=5$. For low SOI powers, below 0 dB , the reduced-dimension algorithms perform the same as each other and much better than the full-dimension algorithms. At low SOI powers, the DAS performs poorly as it is unable to form data-adaptive nulls towards the interferences. MVDR and RCB-NDMVE perform better than the DAS, but still perform poorly at these low SNRs due to their poor robustness to snapshot deficiency. RCB-Spherical performs much better, as it is inherently more robust to snapshot deficiency than both MVDR and RCB-NMVDE, however, it still performs worse at these lower SNRs than the proposed algorithms, which converge a lot faster. As the SNR increases, we observe how the performances of all of the MVDR-based algorithms, whether reduced-rank or not, start to deteriorate, as they are not robust to ASV errors. The robust algorithms mitigate this loss in performance. At the highest SOI power, the NO-PoR based algorithms start to diverge due to numerical instability, as discussed earlier.

Fig. 4 (b) shows results when using the four stopping rules with the CG-based algorithms. With all the rules, except Yukawa's rule (31), the performances of the RDRCBs are similar to the fixed rank $N=5$ case, though there is a slight loss in performance at low SOI power. With Yukawa's rule (31), there is a drop in SINR for the RDRCBs at 20 dB SOI power; however, the performances of the RDMVDRs now match the RDRCBs. With these settings, for the CG-MVDR, thresholding the condition number improves the performance, but there is little difference when using Honig's rule or the rule testing for orthogonality breakdown. We remark that increasing the value of Honig's threshold to improve the performance of
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Fig. 4. SINR vs SOI power with $K=80$ for (a) $N=5$; for stopping rules with $N_{\text {Max }}=8$ and $\delta=0.01$ in (28), $\delta=0.8$ in (31), $\delta_{\mathrm{CG}}=40 \mathrm{~dB}$ in (32) and $\delta_{\text {orthog }}=1 \times 10^{-5}$ in (33), (b) SINR vs SOI power, and SINR loss, relative to the optimal SINR, vs. SOI power for the CG-RDRCBs, where the fixed rank version uses $N=8$, for (c) non-degenerate uncertainty, or (d) spherical uncertainty.
the RDMVDRs at high SNR reduces the performance at low SNR. Similarly, lowering the value of Yukawa's threshold can improve the performance of the RDRCBs at 20 dB , but then the performances of the RDMVDRs deteriorates. The performance of the CG-MVDR is highly sensitive to the selection of the rank and can benefit from rank-selection, especially Yukawa's rule, whereas the CG-RDRCBs are not. Figs. 4 (c) and (d) show the SINR loss, compared to optimal, vs the SOI power when using
different types of rank selection with the CG-RDRCBs under non-degenerate and spherical uncertainty, respectively. The performances of the efficient rules based on either thresholding the condition number or on testing the orthogonality of the CG direction vectors, are similar to using Honig and Goldstein's rule in (28), but can be implemented at a fraction of the complexity. The results also show that only minor additional performance gains over simply selecting the rank as the maximum rank of $N=8$ can be achieved with stopping rules, as the RDRCBs are already robust to rank over-determination.

## C. SINR versus the Number of Snapshots

Fig. 5 (a) illustrates the SINR versus the number of snapshots $K$ for a strong 50 dB SOI, when we have selected $N=5$ in the reduced-dimension algorithms. The CG, O-CG and O-PoR RDRCBs behave identically to each other and similar to the DAS, which we expect to behave well for this high SNR case, and much better than the standard MVDR algorithm and the associated non-robust RDMVDRs. The NO-PoR RDRCBs perform worse due to numerical instability. Fig. 5 (b) illustrates the results for a low SNR case with a SOI power of -30 dB , indicating that all of the methods exploiting data-dependent dimensionality reduction perform similarly, outperforming the full-dimension RCBs, DAS and MVDR. We remark that the SINR for RCB-Spherical does look good at these low levels of $K$, but it should be noted that its SINR is actually falling as $K$ is increasing. This phenomenon has been seen elsewhere [2] and we remark that it is only for $K>M$, that SINR is expected to increase monotonically with $K$.

For the same data as used in Figs. 5 (a) and (b), Figs. 5 (c) and (d) show results for the CGbased algorithms exploiting different rank selection methods, showing that there is little difference in the behaviors of the CG-RDRCBs when using the different stopping rules, mainly as they are robust to model over-determination, whereas large improvements are possible in the CG-RDMVDR if, e.g., Yukawa's rule is used.

## D. Spatial Spectra

In several applications, e.g., passive sonar, beamforming is used for imaging (in addition to increasing SINR) where good quality spatial spectra with good power estimates are desirable. Here, we examine the spatial spectra, assuming the azimuth and elevation beam spacings described earlier. Due to the similarity of the spatial spectra obtained using the CG, O-CG, O-PoR and NO-PoR methods, we only examine the CG-based algorithms here. Fig. 6 (a) shows the DAS spatial spectrum, where the source AOAs that appear in the scanning region are shown using red circles. Figs. 6 (b)-(f) show the azimuth spectra for the elevation beam containing the SOI (centered at $94.78^{\circ}$ ) when using different forms of rank selection.


Fig. 5. SINR vs $K$, for a SOI with AOA errors and arbitrary ASV errors with $\sigma_{e}^{2}=1$, when $N=5$ for (a) a 50 dB SOI and (b) a - 30 dB SOI; when using $N=8$ or stopping rules with $N_{\mathrm{Max}}=8$ and $\delta=0.01$ in (28) or $\delta=0.8$ in (31) or $\delta_{\mathrm{CG}}=40 \mathrm{~dB}$ in (32) or $\delta_{\text {orthog }}=1 \times 10^{-5}$ in (33) for (c) a 50 dB SOI and (d) a -30 dB SOI .

In all cases, the CG-RDRCBs provide robustness against SOI cancellation and give good quality power estimates, whereas the non-robust CG-MVDR suffers severe SOI cancellation in all cases except when using Yukawa's stopping rule (31).

 and (c) (28) with $\delta=0.01$, (d) (32) with $\delta_{\mathrm{CG}}=40 \mathrm{~dB}$, (e) (33) with $\delta_{\text {orthog }}=10^{-5}$, or (f) (31) with $\delta=0.8$.

## E. Summary

From the results above we observe that

- A Krylov-RDRCB's performance is lower-bounded by its associated Krylov-RDMVDR performance.
- The O-PoR and CG/O-CG Krylov-subspace expansion methods are significantly more numerically stable than the NO-PoR method.
- Provided that numerical stability is maintained, the Krylov-RDRCBs give the same results.
- Providing that numerical stability is maintained, the Krylov-RDRCBs are insensitive to rank overdetermination and SOI ASV errors, whereas the Krylov-RDMVDRs are not.
- Stopping rules can be used to maintain numerical stability and can provide further small performance enhancements in the Krylov-RDRCBs.
- A "good" stopping rule, such as Yukawa's rule, allows the performance of a Krylov-RDMVDR to be significantly improved.
- Krylov-RDRCBs converge faster than full-dimension RCBs and are significantly less complex.
- Krylov-RDRCBs provide good quality spatial spectra with good quality power estimates.


## VIII. Conclusions

We have derived a family of low-complexity, quickly converging, Krylov-subspace reduced-dimension robust Capon beamformers (Krylov-RDRCBs) that combine data-dependent Krylov-subspace dimensionality reduction, computed using the Power-of-R (PoR) or conjugate gradient (CG) methods, with ellipsoidal uncertainty set based robust Capon beamformer (RCB) techniques. To derive the KrylovRDRCBs, we have extended a recent RDRCB framework to allow for faster online computation of the reduced-dimension ellipsoids needed after rank reduction. The extended framework is applicable to all forms of dimensionality reduction and not just the Krylov methods considered in this paper. Existing Krylov-subspace techniques often suffer severe signal-of-interest cancellation, due to steering vector mismatch, and are extremely sensitive to rank selection, particularly to rank over-determination. The proposed Krylov-RDRCBs provide excellent robustness to both steering vector mismatch and rank overdetermination. A detailed computational analysis has shown that out of the different Krylov-RDRCBs, the Conjugate Gradient RDRCB (CG-RDRCB) is the least computationally complex and, on the large array considered, is two orders of magnitude less complex than the standard RCB. We have also examined the efficient implementation of stopping-criterion based rank-selection rules in the Krylov-RDRCBs and found that they are useful for preventing numerical instability and can provide some further small performance enhancements. We have proposed two new low complexity stopping rules for use with the CG-RDRCB
that can be implemented at lower complexity than existing rules. On large arrays operating in nonstationary environments, it is often unfeasible to implement current full-dimension RCBs, due to the limited sample support and high complexity required. The proposed Krylov-RDRCBs can be implemented in these situations, as they are significantly less complex, converge faster and are amenable to parallel implementations.
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